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1.61 The effect of heat transfer on boundary layer kinetic energy dis-
sipation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

Lachlan Jardine†1, Andrew Wheeler1, Rob Miller1 & Budimir Rosic2

1.62 Spontaneous Synchronization of Beating Cilia: An Experimental
Proof Using Vision-Based Control . . . . . . . . . . . . . . . . . . 86

Mohamed Elshalakani† & Christoph H. Brücker
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1 Talks

1.1 Saturation-Dependence of Non-Fickian Transport in Porous Media

Vahid Niasar

School of Chemical Engineering and Analytical Science,
University of Manchester

Solute transport in two-phase flow through porous media is an im-
portant topic for many industrial and natural processes such as nutrient
transport in partially-saturated soils in agriculture, transport of chem-
icals in oil reservoirs for enhanced oil recovery, or in soil remediation.
Modeling multiphase flow and transport in different applications is es-
sential to improve the design and operational condition. Hence, the
predictive capabilities of such models need to be improved. To eval-
uate the assumptions embedded in one of the most commonly used
theories, referred to as the mobile-immobile theory, we have performed
pore-scale simulations and experiments of these physical processes. By
upscaling the simulation, microfluidic and 4D microCT imaging re-
sults, we directly estimated the transport properties and compared
them with the inverse modelling results using the mobile-immobile
theory. There is a significant discrepancy between the directly and in-
directly estimated results that imply the potential shortcomings in the
mobile-immobile theory. Moreover, it has been discussed that poten-
tially the two-phase relative permeability data can be used as a proxy
to estimate the stagnant (immobile) saturation that will link two-phase
Darcy theory with the transport models.
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1.2 Interactions between tidal flows and convection

Craig Duguid†, Adrian Barker & Chris Jones

University of Leeds

Tidal interactions are important in driving spin and orbital evolu-
tion in various astrophysical systems such as hot Jupiters, close binary
stars and planetary satellites. The fluid dynamical mechanisms re-
sponsible for tidal dissipation in giant planets and stars remain poorly
understood. One key mechanism is the interaction between tidal flows
and turbulent convection. This is thought to act as an effective viscos-
ity in damping large-scale tidal flows, but there exists a long-standing
controversy over the efficiency of this mechanism in the limit of large
tidal frequencies (which is the relevant regime in many astrophysical
applications).

We explore the interaction between tidal flows and convection as
a mechanism for tidal dissipation using hydrodynamical simulations.
Our approach is to study the interaction between an oscillatory back-
ground shear flow, which represents a large-scale tidal flow, and the
convecting fluid inside a small patch of a star or planet. We simulate
Rayleigh-Bénard convection in this Cartesian model and explore how
the effective viscosity of the turbulence depends on the tidal (shear)
frequency.

We will present the results from our simulations to determine the
effective viscosity, and its dependence on the tidal frequency in both
laminar and weakly turbulent regimes. We will also present our ex-
tension to the theoretical framework of Ogilvie and Lesur (2012), so
that it applies to Rayleigh-Bénard convection, which we will use to
interpret and explain some of our results. We will focus on the scal-
ing of the effective viscosity with tidal frequency in the limit of large
tidal frequencies. We will also demonstrate, using both analytical the-
ory and numerical simulations, that negative effective viscosities are
possible in this system (corroborating a tentative finding in Ogilvie
& Lesur, 2012). The astrophysical implications of our results will be
briefly discussed.
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1.3 Modelling dynamic stall of a pitching airfoil in large-scale
freestream turbulence

ThankGod Boye† & Zheng-Tong Xie

Aerodynamics and Flight Mechanics group (AFM),
University of Southampton

The aspect of dynamic stall associated with large-scale freestream
turbulence effect is not well understood particularly in flow over a
pitching aerofoil. Substantial understanding of the effect of large-scale
freestream turbulence is crucial for pitching airfoil because of the need
for innovative aerodynamic design of modern large wind turbine blades.
Although considerable experimental and numerical work of laminar
inflow have been done to investigate aerodynamic characteristics on
the dynamic stall phenomena of an aerofoil, Gandhi et al. [1] reported
that there are a few experimental studies of the effect of the freestream
turbulence on a pitching aerofoil and even fewer numerical studies,
perhaps due to the complexity of the methods involved to develop and
implement the incoming turbulence inflow conditions in experiments
and numerical simulations. Researchers who have studied turbulence
effects on the dynamic stall of an aerofoil focus on the effect of high
turbulent intensity and small integral length-scales [2-3]. They found
that an increase of the turbulent intensity resulted in an increase of
the lift coefficient, but little research particularly on the effect of large
integral length-scales has been conducted.

Turbulence integral length-scales in the atmospheric boundary layer
are typically much greater than the aerofoil chord length. The effects of
the large-scales turbulence on the aerodynamic characteristics of aero-
foil are of greater importance than the effects of the high turbulence
intensity [4]. Mahmoodilari et al. [5] identified that an increase in in-
tegral length-scale aversively affects the lift. Ravi et al. [6-7] revealed
that the integral length-scale and turbulent intensity had opposing in-
fluence on the lift coefficient, and an increase in integral length-scale
rendered an increase in lift. Harbst et al. [8] reported that an increase
in integral length-scale enhances the probability of occurrence of short
separation bubbles close to the leading edge of the aerofoil. Therefore it
is not clear whether the incoming large eddies improve performance of
the aerodynamic forces of a pitching aerofoil. The advanced numerical
modelling methods such as large-eddy simulation (LES) are promising
to simulate complex unsteady flow and to capture crucial flow physics
of large-scale turbulence interactions with a pitching aerofoil.

In this paper, we aim to investigate the effect of large integral
length-scales on a pitching NACA 0012 aerofoil at a moderate Reynolds
number Re = 1.35× 105 based on the chord length and the freestream
velocity. A turbulence inflow condition method for LES is employed
for the study. At the inlet large integral length-scale greater than the
chord length are used for modelling the energetic large-eddies impact-
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ing on the pitching aerofoil at various reduced frequencies kred = 0.1,
0.15 and 0.2. Preliminary results of baseline simulations show good
agreement with experimental and numerical data in [3]. The lift, drag
and moment coefficients and corresponding flow-field of the large-scale
turbulence structures will be presented. We are more focused on re-
vealing the effects of the large integral length-scales on the dynamic
stall of the pitching aerofoil. The data and knowledge derived from this
study will contribute to enhancing innovative aerodynamic design of
modern large wind turbine blade that operates within the atmospheric
boundary layer.
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1.4 Regime transitions and energetics of sustained stratified shear flows

Adrien Lefauve, Jamie Partridge & Paul Linden

Department of Applied Mathematics and Theoretical Physics,
University of Cambridge

Problem: We describe the long-term dynamics of sustained strat-
ified shear flows in the laboratory. The Stratified Inclined Duct (SID)
experiment sets up a two-layer exchange flow in an inclined duct con-
necting two reservoirs containing salt solutions of different densities
(figure 1). This flow is primarily characterised by two non-dimensional
parameters: the tilt angle of the duct with respect to the horizon-
tal, θ (a few degrees at most), and the Reynolds number Re, an in-
put parameter based on the density difference ∆ρ driving the flow.
The flow can be sustained with constant forcing over arbitrarily long
times and exhibits a wealth of dynamical behaviours representative of
geophysically-relevant sustained stratified shear flows. Varying θ and
Re leads to four qualitatively different regimes: laminar flow; mostly
laminar flow with finite-amplitude, travelling Holmboe waves; spatio-
temporally intermittent turbulence with substantial interfacial mixing;
and sustained, vigorous interfacial turbulence [1]. In this paper, We
seek to explain the scaling of the transitions between flow regimes in
the two-dimensional plane of input parameters (θ,Re).

Figure 1: The Stratified Inclined Duct (SID) experimental setup (showing
the measurement volume).

Approach: We improve upon previous studies of this problem by
providing a firm physical basis and non-dimensional scaling laws that
are mutually consistent and in good agreement with the empirical tran-
sition curves we inferred from 360 experiments spanning θ ∈ [−1◦, 6◦]
and Re ∈ [300, 5000]. To do so, we employ state-of-the-art simul-
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taneous volumetric measurements of the density field and the three-
component velocity field, and analyse these experimental data using
time- and volume-averaged potential and kinetic energy budgets.

Results: We show that regime transitions are caused by an in-
crease in the non-dimensional time- and volume-averaged kinetic en-
ergy dissipation within the duct, which scales with θRe at high enough
angles. As the power input scaling with θRe is increased above zero,
the two-dimensional, parallel-flow dissipation (power output) increases
to close the budget through an increase in the magnitude of the ex-
change flow, incidentally triggering Holmboe waves above a certain
threshold in interfacial shear. However, once the hydraulic limit of two-
layer exchange flows is reached, two-dimensional dissipation plateaus
and three-dimensional dissipation at small scales (turbulence) takes
over, first intermittently, and then steadily, in order to close the bud-
get and follow the θRe scaling.

Implications: This general understanding of regime transitions
and energetics in the SID experiment may serve as a basis for the
study of more complex sustained stratified shear flows found in the
natural environment.

References:
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1.5 The construction and evolution of an invisid background state for
Earth’s magnetic field

Colin M. Hardy†, Philip W. Livermore, and Jitse Niesen

University of Leeds

Vigorous, rotationally constrained, buoyant convection of the mol-
ten iron within the Earth’s outer core is responsible for the sustaining
the Earth’s magnetic field through the mechanism known as the geo-
dynamo. The fluid motion driving the geodynamo is governed by the
MHD equations, and significantly, rotational forces are dominant over
inertial and viscous forces, which in terms of dimensionless numbers
means that the Ekman and Rossby numbers are very small. The ex-
treme nature of these values leads to a problem for numerical simula-
tions, since it means that they are required to resolve a large contrast
of both spatial and temporal scales, making it too computationally
expensive to be feasible for the correct parameter regime.

There is an alternative approach proposed by Taylor in 1963, of an
inertia-free and viscosity-free model as the asymptotic limit of Earth’s
dynamo. In this theoretical limit of a magnetostrophic balance, a cer-
tain necessary condition, now well known as Taylor’s constraint, must
hold. This provides a restriction on the magnetic field structure inside
the core. We combine this constraint with geomagnetic observations
at the core-mantle boundary, to construct a model for the large scale
background field within Earth’s core, which is consistent with both.
We then numerically evolve a suite of these fields subject to a small
but finite viscosity and carry out an investigation of their stability. We
search for stable, self-consistent fields which continue to approximately
obey Taylor’s constraint over time and report the dependence on the
value of the Ekman number.
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1.6 Shape of a recoiling liquid filament [Was: Capillary retraction of an
axisymmetric liquid ligament]

F. P. Contò†1, J. F. Maŕın2, L. Gordillo2,
J. R. Castrejon-Pita1 & A. A. Castrejon-Pita3

1School of Engineering and Materials Science, Queen Mary
University of London

2Departamento de F́ısica, Universidad de Santiago de Chile
3Department of Engineering Science, University of Oxford

We study the capillary retraction of a Newtonian semi-infinite liq-
uid filament through analytical methods. We derive a long-time asymp-
totic-state expansion for the filament profile using a one-dimensional
free-surface slender cylindrical flow model based on the three-dimen-
sional axisymmetric Navier-Stokes equations. The analysis identifies
three distinct length and time scale regions in the retraction domain:
a steady filament section, a growing spherical blob, and an intermedi-
ate matching zone. We show that liquid filaments naturally develop
travelling capillary waves along their surface and a neck behind the
blob. We analytically prove that the wavelength of the capillary waves
is approximately 3.63 times the filament’s radius at the inviscid limit.
Additionally, the waves’ asymptotic wavelength, decay length, and the
minimum neck size are analysed in terms of the Ohnesorge number.
Finally, our findings are compared with previous results from the litera-
ture and numerical simulations in Basilisk obtaining a good agreement.
This analysis provides a full picture of the recoiling process going be-
yond the classic result of the velocity of retraction found by Taylor and
Culick.

Acknowledgements: F.P.C. and L.G. acknowledge FONDECYT
11170700; J.F.M. was partially funded by USA1899 - Vridei 041931YZ-
PAP Universidad de Santiago de Chile; F.P.C., J.R.C.P. and A.A.C.P.
thank the Royal Society and UK Engineering and Physical Science
Research Council for the financial support.
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1.7 An investigation into the trigger of wake bimodality behind
squareback bluff bodies using LES

Faron Hesse†

Imperial College, London

A large eddy simulation (LES) study of the mechanism responsi-
ble for triggering bluff body wake bimodality is provided. Bimodal-
ity is a three-dimensional drag enhancing phenomenon in the turbu-
lent flow regime that occurs over large and random time-scales. A
ReH = 33000 flow past the squareback Ahmed body is investigated us-
ing both true LES and wall-modelled LES (WMLES) coupled to grids
of varying near-body resolution. It is found that only true LES with
a fine near-body grid is capable of resolving horizontal wake bimodal-
ity, the Ahmed body’s preferred direction for off-center wake motion.
By comparing the resolved turbulence levels in the upstream turbulent
boundary layer, it becomes clear that true LES predicts a significantly
higher RMS value for the streamwise direction in the buffer layer, where
most turbulence energy production occurs, indicating that particularly
flow fluctuations in the streamwise direction are responsible for pro-
viding the stochasticity needed to force a bimodal event. Meanwhile,
although WMLES does not resolve a bimodal event, it has been shown
to collectively explore both of the wake’s bimodal states through two
simulations that use a moderately different near-wall spacing, illustrat-
ing WMLES’s known grid sensitivity. This study represents a crucial
step in understanding the origin of and, therefore, suppressing wake
bimodality.
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1.8 Surface Roughness Effects in Finite-Rate Reacting Hypersonic
Boundary Layers

Athanasios Margaritis†1, Taraneh Sayadi2, Olaf Marxen3

& Peter J. Schmid1

1Imperial College London
2Sorbonne University
3University of Surrey

Hypersonic flow has been found to be significantly influenced by fi-
nite-rate thermochemical effects. These effects often have an order-one
influence on macroscopic quantities of interest, such as laminar-turbu-
lent transition and heat transfer. Therefore, they have to be taken
into account to achieve accurate predictions and effective flow control.
Finite-rate chemistry models are highly parametrised and their effect
on important output quantities is usually not quantifiable.

Even though the thermochemistry of reacting gases in free space
has been previously investigated, the interaction of flow with solid
boundaries at high speeds is fundamentally unexplored. The inclusion
of an approximate finite-rate gas chemistry model at hypersonic speeds
generates significant uncertainty in the fluid system, whose effect on
the macroscopic quantities of interest is not trivial to identify; even
less obvious is the sensitivity of such reacting flow in the presence of
surface roughness.

These two aspects of hypersonic flow are addressed in this research,
using a mathematical framework to assess the sensitivity of output flow
quantities to input model parameters related to finite-rate chemistry
or surface roughness. Using adjoint techniques we are able to identify
critical model parameters that require particular accuracy to ensure
physically observable output quantities. The objective and tools are
formulated in general conditions to ensure adaptability to practical
flows; validation of the tools is done in generic flat-plate boundary
layer configurations to isolate the influence of each effect.

Finite-rate chemistry models relevant to atmospheric entry are im-
plemented in a compressible Navier-Stokes solver. Non-equilibrium
effects are investigated. The effect of localised wall roughness arrays
on the flow is also explored, by means of a novel approach. Sensitivity
analysis is carried out for the separate and the combined effect of the
uncertainty of the chemistry and roughness parameters.
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1.9 Multifunctional Adsorbent Structures for use as Emergency
Respirators

Jonathan Barnard†, Y. M. John Chew & Semali Perera

University of Bath

Fire toxicity still remains the predominant cause of fatality in build-
ing fires, accounting for 62% of deaths [1]. The combination of toxi-
cants, irritants, hypoxic conditions and heat makes escaping a building
fire extremely difficult, with each passing second reducing the chance
of survival. The aim of this research is to design and fabricate a multi-
functional device that is capable of adsorbing/reacting a wide variety
of asphyxiant and irritant gases whilst removing the heat from the
hot environment. The structure will ultimately be incorporated into a
simple protective hood that is portable and lightweight.

The initial proposed design is an activated carbon monolithic ad-
sorbent structure with multiple gas adsorption and heat absorption
channels (Figure 2). The low pressure drop structure will provide: (i)
the required volumetric adsorption capacity, (ii) a solid framework to
enable metal impregnation for chemisorption, and catalytic oxidation
of CO and (iii) a heat absorbing material distributed across some of
the monolithic channels to remove the environmental heat and heats
of adsorption and reaction. The heat sink channels would contain a
shape stable phase change material (SS-PCM), utilising the latent heat
to maximise heat absorption whilst not compromising the mechanical
stability of the adsorbent monolith walls. These materials undergo no
visible phase change, ensuring an inherently level of safety by prevent-
ing the SS-PCM escaping through the adsorbent walls.

Figure 2: Proposed monolith design (a), including adsorption and heat sink
channels and inlet temperature profile contour plots (b) for a sample of
channels at different simulated times.

This work presents numerical studies to elucidate the transport
processes within the monolith. This will be required to optimise the
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spatial arrangement, channel shape and ratio of adsorption to heat sink
channels. These variables are intrinsically linked to the adsorption and
heat absorbing performance of the structures. Where, incorrect distri-
bution of heat sink channels would increase inhalation temperature
and too few adsorption channels would reduce hazardous component
uptake, as adsorbate/adsorbent contact area is reduced.
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1.10 A New Method of Microbubble Production for Dissolved Air
Flotation

Bert Swart†, Jannis Wenk & Y. M. John Chew

University of Bath

The production of microbubbles (MBs) with 10− 100µm in diam-
eter [1] for use in the Dissolved Air Flotation (DAF) process has been
employed to remove solids in wastewater treatment for decades. The
small size of the bubbles results in slow rise velocities, leading to long
residence times and small forces of inertia, hence maximising particle
attachment to bubbles. Traditionally the MBs in DAF are produced
by saturating water with air at high pressure, followed by pressure
drop which results in the nucleation of MBs. This pressurisation step
is by far the most energy intensive step in the DAF process [2].

The purpose of this research is to investigate the use of a regen-
erative turbine pump which harnesses frictional, axial and centrifugal
forces to create vortexes and areas of low pressure in which air shears
and becomes entrained in the liquid in the form of MB’s, with the
aim to understand bubble dynamics and demonstrate the potential re-
duction in energy intensity by retro-fitting such MB generators into
existing DAF units. This work focused on the characterisation of the
MBs produced with a Nikuni KTM20N pump under different operat-
ing conditions. The bubble size distribution, rise velocity and effect of
surfactants were evaluated.

Figure 3: Experimental setup used to investigate bubble size distribution
and rise velocity.

Images of bubbles flowing in a viewing slit were captured by a
high-resolution camera. MATLAB was used to analyse and identify
the bubble size and trajectory. Bubble imaging shows that MBs were
spherical and sizes ranged between 70 and 150 microns. The rise ve-
locities on average matching the prediction from Stoke’s Law within
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12%. Current on-going work includes design and constructing a lab-
scale DAF unit to investigate bubble-particle interactions and removal
efficiency.
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1.11 Boundary layer control of rotating convection in the Earth’s core

Robert S. Long†, Jon E. Mound, Christopher J. Davies &
Steve M. Tobias

University of Leeds

Convection is present in natural systems across many areas of astro-
and geophysical fluid dynamics including planetary atmospheres, Earth’s
liquid metal outer core, and even plasma in the Sun. The dynamics
within Earth’s liquid iron outer core are so extreme that even state
of the art physical and numerical experiments cannot match the rele-
vant parameter values. Our models have parameters representing the
strength of rotation (Ekman number, E) and buoyancy (Rayleigh num-
ber, Ra) many orders of magnitude different from those of the Earth’s
core. Recent work has used systematic studies of Ekman-Rayleigh
space to show that different dynamical regimes exist which ultimately
behave as being either rotationally constrained, or free from rotational
effects. The transition between these two regimes is linked to processes
in the thin regions close to the boundaries; the thermal boundary lay-
ers. An important issue in the study of convective fluid dynamics is
then to determine the temperature distribution within a very thin layer
in the vicinity of the heated bounding walls, i. e., the thermal boundary
layers.

The classical methods for defining the edge of the thermal bound-
ary layer originated in studies of non-rotating convection which ex-
hibits a well-mixed isothermal fluid bulk and the net heat transport
is dictated by processes in the thermal boundary layers. In contrast
rotating convection is able to maintain persistent interior temperature
gradients. We present an evaluation of the traditional methods us-
ing simulations of rotating convection in a spherical shell. We show
how interior temperature gradients and fixed-flux thermal boundary
conditions can compromise the classical definitions. We suggest an al-
ternative definition which identifies the edge of the thermal boundary
layer by the location at which the advective and diffusive contributions
of the heat transport crossover (this is analogous to the treatment of
the viscous boundary layer). Using this new definition we explicitly
highlight the intimate link between the boundary layers and global
heat transport in rotating convection systems.
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1.12 A theoretical study of the invariant sets and transient dynamics of
a finite air bubble in a perturbed Hele-shaw

J. S. Keeler, A. Thompson, A. Hazel & A. Juel

University of Manchester

Pressure-driven pattern formation of a closed finite air bubble prop-
agating through a rectangular Hele-Shaw cell with a non-uniform cross-
section is considered. Recent experimental work at the Manchester
Centre of Nonlinear Dynamics (MCND) has revealed that the tran-
sient dynamics of a single bubble will become increasingly disordered
as the extraction rate of the fluid is increased. This disorder is char-
actersied by an increasing number of tips forming before the bubble
breaks-up into two or more distinct bubbles. Here, we present theoret-
ical results for higher flow rates where there is increased sensitivity to
noise in the system. We reveal a rich bifurcation structure with a num-
ber of interesting features, including the existence of a bi-stable region,
periodic solutions and non-unique asymmetric states. We perform a
weakly nonlinear stability analysis which provides an approximation
to the location, size and stability of the invariant fixed points and
limit cycles and these are compared favourably with the fully nonlin-
ear numerical simulations where a non-trivial dependence on the initial
phase of the perturbation can lead to a number of different modes of
transient behaviour, including the topological break-up of the bubble.
Finally these theoretical results are compared to recent experiments at
the MCND.
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1.13 CFD Modelling of Alginate Production: A First Approach to
Dynamic Rheology and Its Impact on Stirred and Aerated Bioprocesses

Constanza Sadino-Riquelme†1, José Rivas2, David Jeison3,
Robert E. Hayes1 & Andrés Donoso-Bravo2,4

1Department of Chemical and Materials Engineering, University of
Alberta, 9211 - 116 Street NW, Edmonton, AB, Canada

2Departamento de Ingenieŕıa Qúımica y Ambiental, Universidad
Federico Santa Maŕıa, Avenida Vicuña Mackenna 3939, Santiago,

Chile
3Escuela de Ingenieŕıa Bioqúımica, Pontificia Universidad Católica de

Valparáıso, Avenida Brasil 2085, Valparáıso, Chile
4CETAQUA, Los Pozos 7340, Las Condes, Chile

Mathematical modelling using Computational Fluid Dynamic (CFD)
has been applied to study different bioprocesses, such as the baker’s
yeast production [1], biohydrogen formation [2], synthesis of cellulose
[3] and anaerobic digestion in different reactor configurations [4]. Al-
though these studies have enhanced the knowledge of relevant issues in
the bioprocess field, the rheological changes caused by the bioprocess
itself have been widely overlooked.

Based on these findings, the overall goal of the project is to imple-
ment a CFD model to represent the alginate production including the
dynamic rheological changes caused by the alginate accumulation in
a batch culture. Alginate is a polysaccharide that can be secreted by
bacteria such as Azotobacter vinelandii and is used as gelling agent in
several industries. Batch mode production of alginate was selected as
the case study because the apparent viscosity of the culture medium
changes gradually as the alginate is secreted, which impairs the mass
transfer of substrate and oxygen inside the reactor medium [5].

For the project’s first stage, several abiotic system were studied,
experimentally, to mimic the rheological behaviour of a real culture
medium at different stages of the alginate production, using Newto-
nian (water and PEG) and non-Newtonian (Xanthan gum) fluids in a
dual impeller baffled bioreactor (4 L). Different CFD models were eval-
uated to find which one fits best the fluid dynamics of the tank for the
different rheological stages under mixed (400 rpm) and aerated (1vvm)
and non-aerated conditions. The torque and power drawn were exper-
imentally monitored in each case to validate the CFD models. The
validated models could be useful to study aeration or mixing strate-
gies which improve the oxygen mass transfer at different stages of the
alginate production process.
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1.14 Numerical investigation of impinging synthetic jet for cooling of
electronic devices [Retracted]
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1.15 Experimental measurements in transitional partially-filled pipe
flows using stereoscopic particle image velocimetry

Thomas O. Thornhill, Henry C. H. Ng & David J. C. Dennis

School of Engineering, University of Liverpool

Stereoscopic particle image velocimetry (S-PIV) has been used to
obtain velocity measurements in transitional pipe flow in a partially-
filled pipe. Transition has been studied both numerically and experi-
mentally in detail for the full pipe arrangement, but not for partially-
filled pipes despite the fact that there are many applications for run-
ning a pipe partially full. The very large scale pipe flow facility in
the University of Liverpool will operate under partially full conditions
from laminar to fully turbulent Reynolds numbers and measurements
were taken over a range of flow depths (50% to 80% full pipe). S-PIV
was used to measure the instantaneous three component velocity field
on the pipe cross-section and using Taylor’s hypothesis a 3D flow field
was reconstructed, allowing an in-depth analysis of transitional flow
in partially-filled pipes and the turbulent structures within the flow.
The Reynolds number defined using the hydraulic diameter (ReH) is
plotted against the turbulent kinetic energy (TKE) for flows with dif-
ferent fill depths, showing the critical ReH (ReH at which transition
first occurs). The critical ReH is shown to increase as the flow depth
of the pipe decreases, with a full pipe transitioning at lower Reynolds
numbers than a 50% full pipe. An equivalent Reynolds number (ReEQ)
has been used to allow a direct comparison between full pipe flow and
partially-filled pipe flow. ReEQ is defined using the equivalent diame-
ter as the length scale (DEQ), which is the diameter a full pipe would
have to be to have the same flow cross-sectional area as a partially-
filled pipe. It was found that by using this definition all critical ReEQ
values collapse close to the full pipe case. Turbulent structures within
the transitional flow regime have also been captured at each flow depth
for a range of transitional Reynolds numbers.
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1.16 On Entrainment and Mixing Characteristics of Round
Variable-Density Jets [Retracted]
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1.17 Confinement effects for 3D advection-diffusion boundary layers in
U-shape and V-shape channel flows

Julien R. Landel1, Merlin A. Etzold2 & Stuart B. Dalziel2

1School of Mathematics, University of Manchester
2Department of Applied Mathematics and Theoretical Physics,

University of Cambridge

This problem is motivated by the advective transport of diffusive
passive scalars in narrow channels with U-shape or V-shape walls. One
application is the decontamination of confined spaces such as gaps,
cracks and folds. When hazardous liquids are spilled over material
surfaces, such as building surfaces, grounds or equipment, a portion
can be driven into the sub-surface features by gravity, capillary forces
or the initial momentum at impact. In this study, we present mod-
elling results showing the impact of geometrical confinement for the
decontamination of a drop lodged inside U-shape or V-shape chan-
nels. We model the mass transfer at the interface of the drop and
the decontaminant flow using advective-diffusive boundary layer tech-
niques. The effect of advection on the mass transfer is characterised
by a Sherwood number, Sh, which depends on the Péclet number, Pe,
rescaled with the aspect ratio of the drop dimensions. Solving the
full three-dimensional problem numerically, we show that the contri-
butions of the cross-channel fluctuation flux on the Sherwood number
are generally small. Thus, we solve the simplified cross-channel aver-
aged advection-diffusion equation using boundary layer analysis and
similarity solutions for some of the asymptotic regimes, as well as us-
ing two-dimensional numerical simulations. Depending on the ratio of
the boundary layer thickness and the channel width, we find different

regimes: Sh ∼ Pe
1
2 for thick boundary layers in U-shape channels,

and Sh ∼ Pe
1
3 for thin boundary layers in both U-shape and V-shape

channels. For thick boundary layers in V-shape channels, we find a
more complex dependence of the Sherwood number with the Péclet
number, which also depends on the channel opening angle. For both
geometries, vertical confinement imposes Sh ∼ Pe, as can be shown
by simple scaling arguments. Our asymptotic predictions are in good
agreement with the numerical simulations. We discuss implications of
our results for practical decontamination purposes.
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1.18 Extending Generalised Taylor Dispersion theory for the
population-level model of a suspension of micro-swimmers

Lloyd Fung† & Yongyun Hwang

Imperial College London

A suspension of motile micro-swimmers can generate flow pattern
with a length scale orders of magnitude higher than the swimmer’s
size due to the coupling of their negative buoyancy and different kinds
of taxes (e. g., gyrotaxis, phototaxis, chemotaxis). While the detailed
mechanism on how the swimmer ‘swims’ and perform taxes can be
resolved in the Stokesian environment, the resulting fluid pattern (e. g.,
Bioconvection) usually exists in higher Reynolds number regimes and
is often non-linear.

To fully resolve the non-linear phenomenon across scales with a
large number of swimmers, a coarse-grained approach is necessary
to simplify the description of the suspension into a population-level
advection-diffusion-typed equation for the swimmer’s density in the
fluid. The Generalised Taylor Dispersion theory first developed by
Brenner (1980, PhysicoChemical Hydro. 1:91-123) was shown to be a
good and accurate model (Croze et. al., 2017, J. Fluid Mech. 816:481-
506) for gyrotactic swimmers, but the model is restrictive in applica-
bility. In particular, the theory is only strictly valid when the local
velocity gradient tensor has only imaginary eigenvalues, i.e. the flow is
not strain-dominant (Bearon et. al., 2011, J. Fluid Mech. 680:602-635).

This talk will be about extending the generalised Taylor’s disper-
sion theory to overcome the current limitation. In particular, I will
focus on the development of a novel description for diffusivity in flow-
ing suspensions of gyrotactic microorganisms. The development of a
mathematically rigorous model of diffusivity is a key step toward accu-
rate modelling of swimmer population in more generalised non-linear
flow environments.
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1.19 A customized immersed boundary method for turbulent flows
with moving objects: application to vertical axis tidal turbines

Athanasios E. Giannenas† & Sylvain Laizet

Department of Aeronautics, Imperial College London

Performing high-fidelity simulations of multiple moving objects in
a fluid remains a major challenge due to the great computational cost
associated with the reconstruction of a body-fitted mesh to map the
moving objects. Immersed Boundary Methods (IBMs) provide an ap-
pealing alternative as the boundary interface of the object is repre-
sented on a fixed and structured Eulerian mesh by imposing no-slip or
Neumann boundary conditions via an additional forcing term in the
Navier-Stokes equations.

A new Alternating Direction Forcing IBM (ADF-IBM) for mul-
tiple moving objects is presented. The appropriate boundary condi-
tion at the fluid/object interface and a continuous velocity field are
ensured by reconstructing an artificial velocity inside the object via
one-dimensional cubic spline interpolations. By removing the velocity
discontinuities which exist in sharp interface IBMs, spurious numerical
errors can be reduced by an order of magnitude.

The proposed ADF-IBM is implemented in the high-order flow
solver Incompact3d which is based on a Cartesian mesh and implicit
finite-difference schemes. It is compatible with a 2D domain decompo-
sition approach, allowing simulations on supercomputers with a large
number of mesh-nodes. For validation purposes, simulations of the
flow around a moving cylinder at Re = 40 are performed and com-
pared with a reference solution obtained with spectral methods. An
excellent agreement is found, with a significant reduction in the L2

velocity norm by comparison to the conventional IBM with no recon-
struction (i.e. with a discontinuity on the velocity field).

To demonstrate the capabilities of the ADF-IBM, scale-resolving
simulations of vertical axis tidal turbines (VATTs) are performed for
a wide range of chord-based Reynolds numbers (Rec = 100 to Rec =
73, 600). Hydrodynamic and power coefficients are compared with re-
sults obtained with body-fitted and diffusive interface IBMs. The focus
of this study is on the blade-vortex interaction phenomenon and the
effect of the tip-speed ratio on the dynamic stall.
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1.20 An adaptive lattice Boltzmann solver with complex sub-grid scale
turbulence models

Christos Gkoudesnes† & Ralf Deiterding

School of Engineering, University of Southampton

The standard discretisation of the Lattice Boltzmann Method (LBM)
based on finite differences imposes the use of Cartesian grids. This
restriction leads inevitably to expensive simulations for complex ge-
ometries and high Reynold number flows. A solution to this problem
is the use of Adaptive Mesh Refinement (AMR) techniques. To this
course, an LBM solver has been integrated into the in-house AMROC
(AMR in Object-oriented C++) framework [1] that provides the ca-
pability of a block-structured AMR method. The collision term is
modelled based on a single relaxation time, while the D3Q19 model is
used for the discretisation of the phase space. Moreover, a variety of
Large Eddy Simulation (LES) models have been incorporated, namely
the constant Smagorinsky and recently the dynamic Smagorinsky and
WALE models. The application of the LES models is achieved through
an effective relaxation time estimated locally per cell. To further im-
prove the performance, a wall model has been currently implemented.
A campaign of test cases has been launched for the verification of the
new components. Initially, forced and decaying homogeneous isotropic
turbulence in a periodic box have been simulated and a comparison
between direct numerical simulation and the available LES models has
been carried out. A model spectrum has been employed as a bench-
mark. Furthermore, the test case of a 3D bi-periodic channel flow
was chosen to verify the implementation of the wall function and its
integration with the LES models and the AMR algorithm. Finally, a
square cylinder will be simulated to validate the solver against external
flows with wakes behind obstacles, a typical situation for engineering
applications.
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1.21 Active vs. passive bundling of prokaryotic flagella

Alexander Chamolly† & Eric Lauga

Department of Applied Mathematics and Theoretical Physics,
University of Cambridge

A lot of recent research activity has addressed the swimming dy-
namics of single prokaryotic cells, in particular flagellated bacteria.
These cells propel through viscous fluid by rotating helical flagellar
filaments. In particular, peritrichous bacteria, such as the oft-studied
E. coli, have multiple flagella distributed essentially randomly on the
surface of the cell body. During forward locomotion, their flagellar
filaments form a helical bundle located in the cell’s wake where all
filaments rotate in synchrony. The exact dynamics of the bundle for-
mation are complex, and most hitherto proposed models aiming for a
detailed and complete description have involved an interplay between a
number of physical effects including long-range hydrodynamic interac-
tions, elastic restoring forces and short-range steric interactions while
respecting the overall force and torque balance between flagella and
the cell body. In this study we aim to understand what fundamental
physical mechanism triggers bundle formation in the first place. We
distinguish between active bundling, induced by hydrodynamic inter-
action of the flexible flagella with each other (as studied in [1],[2]), and
passive bundling, triggered by advection of fluid around a moving cell
body (as studied in [3]). We propose a minimal analytical model that
involves only the essential hydrodynamics of flagellar propulsion and
show that it is able to predict the formation of bundling, as well as the
relative strength of both effects.
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1.22 Relative importance of dispersive and Reynolds stresses in
turbulent channel flow over irregular Gaussian roughness

Thomas O. Jelly1,2 & Angela Busse1

1School of Engineering, University of Glasgow
2Department of Mechanical Engineering, University of Melbourne

Practical fluid mechanics problems often involve turbulent flow past
irregular rough surfaces. Examples include the flow past eroded tur-
bine vanes and bio-fouled ship hulls, as well as naturally-occurring
rough-wall flows such as rivers and streams. Surface roughness affects
near-wall turbulence as the viscous length scale of the flow and the
characteristic roughness height become commensurate. As a result,
if the physical height of the roughness topography is held fixed, then
stronger roughness effects tend to occur at higher Reynolds numbers.

In this study, direct numerical simulations (DNS) of fully-developed
turbulent channel flow with irregular rough walls have been performed
at four separate friction Reynolds numbers, yielding data in both the
transitionally- and fully-rough regime. The same roughness topog-
raphy, which was synthesised with an irregular near-Gaussian height
distribution, is used in each simulation. Particular attention is di-
rected towards the wall-normal variation of flow statistics in the near-
roughness region and the fluid-occupied region beneath the crests – a
region where experimental data can be very challenging to obtain.

The principal aim of this study is to understand how the relative
importance of “form-induced” and “turbulence-induced” stresses vary
as a function of the friction Reynolds number. To this end, the instan-
taneous DNS data was double-averaged (DA) – by applying time-then-
space averaging in the fluid-occupied region – in order to recover the
components of the dispersive and Reynolds stress tensors. By analysing
the DA stresses, we quantify the relative magnitude of “form-induced”
dispersive stresses and Reynolds stresses (and their spatial gradients).
The results indicate that significant levels of dispersive stress are con-
fined to the region below the roughness crests, i.e. within the rough-
ness canopy itself. In addition, we explore the possibility of predicting
the levels of streamwise dispersive stress using a phenomenologically-
inspired closure model originally proposed in the context of turbulent
flow past idealised vegetation canopies.
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1.23 Defending against lava flows

Edward Hinton†1, Andrew Hogg2 & Herbert Huppert3

1BP Institute, University of Cambridge
2School of Mathematics, University of Bristol

3Department of Applied Mathematics and Theoretical Geophysics,
University of Cambridge

Attempts to divert lava flows away from buildings by constructing
earthen barriers have had limited success. Motivated by this problem,
we study the gravitationally-driven flow of viscous fluid as it migrates
down a slope and interacts with a topographical mound. Lubrication
theory is used to derive the governing equation for the thickness of the
steady flow that develops at late times. We investigate the steady flow
through numerical integration of the governing equation and asymp-
totic analysis. In the simplest case of an axisymmetric mound, the
problem is controlled by the angle of inclination of the slope and three
length scales: two describing the mound and the third is the thickness
of the flow far upstream of the mound. In the regime of oncoming
flow that is shallow relative to the extent of the mound, the flow sur-
mounts smaller mounds but for larger mounds there is a dry zone, in
which there is no fluid, enclosing the top of the mound. We identify a
dimensionless parameter, M , which quantifies the ratio of the typical
gradient of the mound to the angle of the inclined plane to the hori-
zontal. The onset of dry zones corresponds to M exceeding a critical
value that is a function of the axisymmetric shape. We determine this
critical value and study the ponding of fluid that occurs upstream of
the mound when it is exceeded. In particular, we find how far up the
mound fluid flows and establish an upper limit on the stress that is
exerted on the mound.
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1.24 Capillary adhesion on rough surfaces: When is splitting droplets
beneficial?

Matthew Butler† & Dominic Vella

Mathematical Institute, University of Oxford

A fluid droplet can adhere two solids together by the action of
surface tension at its free surface: a tension-like force acting at the
three-phase contact line and a suction pressure force acting over the
droplet footprint area can both act to pull the solids together. It is
believed that these capillary forces can (at least partially) explain how
insects are able to adhere strongly to a wide variety of substrates,
and there is evidence that a large number of small droplets may be
present under insect footpads. Motivated by this, one may ask: given
a fixed volume of fluid, is it better to have many small droplets or
just one large droplet? Previous attempts to address this question
have considered two flat, rigid, parallel plates; in this case, splitting
the fluid into many droplets was found to give at best only a mild
improvement in the adhesion force. We consider the additional effect
of surface roughness, and how this could affect the enhancement of
adhesion by splitting droplets. We show that droplets on the scale of
the substrate roughness can exploit the local geometry in such a way
as to increase the capillary force exerted on the solids; in this scenario
splitting droplets can result in significantly enhanced adhesion over the
comparative case of a single droplet sandwiched between smooth, flat
plates. We also discuss the shear force that results from roughness.
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1.25 Modelling bubble propagation in elasto-rigid Hele-Shaw channels

João V. Fontana†, Anne Juel & Andrew L. Hazel

University of Manchester

We study a model of pulmonary airway reopening where air is
driven at constant volume flux into a liquid-filled Hele-Shaw chan-
nel, with an upper compliant boundary. An equivalent rigid channel
supports a stable, steadily propagating air finger and a variety of un-
stable solutions. In the compliant channel, however, initial collapse
of the channel introduces additional cross-sectional depth gradients.
The induced normal and transverse depth variations alter the finger
morphology and promote a variety of instabilities from tip-splitting to
small-scale fingering on the curved front. In an experimental study,
Ducloué et al. (2017) [1] showed stable and unstable modes of propa-
gation for different initial levels of collapse of the compliant boundary.
We simulate numerically a depth-averaged model for the system us-
ing the open-source, finite-element library, oomph-lib, in order to ex-
plore underlying mechanisms and the relative importance of the elastic,
capillary and viscous effects. The model exhibits a complex solution
structure and qualitatively similar instabilities to those observed ex-
perimentally in [1] . The solution structure is related to that found in
a rigid Hele-Shaw channel but here the solution branches interact due
to the fluid-structure interaction introduced by the compliant bound-
ary. Using the flow rate, the capillary number and the initial level
of collapse as control parameters we achieved excellent quantitative
agreement with experiments 1 for the bubble pressure, finger width
and morphology. We also performed time-dependent simulations and
the stability analysis of our steady solutions.
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1. L. Ducloué, A. L. Hazel, A. B. Thompson and A. Juel, J. Fluid
Mech. 819, 121-146, 2017

44



UK Fluids Conference 2019 1 TALKS

1.26 Scale-resolving simulations of three-dimensional gravity currents
beyond the Boussinesq limit

Paul Bartholomew & Sylvain Laizet

Department of Aeronautics, Imperial College London

Gravity currents are flows driven by the horizontal pressure gradi-
ent arising from different density fluids in a gravity field. They are fre-
quently found in nature for example at river deltas sediment or salinity
may drive gravity currents and are often destructive with avalanches
and pyroclastic flows being examples. A better understanding of the
physics of gravity currents is therefore vital to be able to predict and
assess their risk.

The Boussinesq approximation is often employed to simulate grav-
ity currents. This allows an exisiting incompressible flow solver to
be readily used by incorporation of a concentration field giving the
buoyancy term, however it is inherently limiting in the density differ-
ences that may be studied – typically on the order of less than 1%.
In addition, simulations are frequently two-dimensional – seemingly a
reasonable assumption based on the predominantly two-dimensional
nature of the flow.

In this talk we will present our results from studying gravity cur-
rents beyond the Boussinesq limit using the open-source high-order
CFD framework Xcompact3d. This builds upon previous work to im-
plement a variable density solver for the Low Mach Number approx-
imation and enables the simulation of density ratios for which the
Boussinesq approximation no longer applies. Simulations in two- and
three-dimensions show that over longer times the two-dimensional re-
sults under predict the distance travelled by the gravity current. We
also find an inverse effect of density ratio with the difference between
two- and three-dimensional results being most pronounced for simula-
tions in or near the Boussinesq limit.
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1.27 Analysis of the Boundary Layer Vortex Sheet for Surging and
Rotating Bodies of Finite Thickness

P. Gehlert† & H. Babinsky

Department of Engineering, University of Cambridge

Creating low order models to predict unsteady low Reynolds num-
ber aerodynamic forces hinges on predicting the shed vorticity cor-
rectly. In the case of large separations leading and trailing edge vortices
form which dominate the force response and therefore, need to be cap-
tured accurately. Modeling the respective unsteady flow fields hence
necessitates the correct prediction of the position of separation as well
as the corresponding strength of shed vorticity. This is investigated
on various translating and rotating bodies with 2D planar particle im-
age velocimetry (PIV) of the complete flow field. The boundary layer
is interrogated to understand the physics involved in the creation of
boundary layer vorticity. This found that prior to separation, the ex-
perimentally recovered flux of the boundary layer vortex sheet matches
well to that predicted by potential flow theory. This result is a defini-
tive indication, that by using the correct methodology, it is possible to
accurately capture key features of the boundary layer even when this is
under resolved. This can occur when the experiment requires large por-
tions of the flow field to be captured. Further analysis of the boundary
layer vortex sheet flux at the point of separation led to accurate esti-
mations of the strength of shed vorticity. The impact of this is that the
strength of the shed circulation can be determined by acquiring flow
field data of the boundary layer at the point of separation, together
with the body kinematics. Measurements of the remaining flow field
are not required. This is a significant step towards the development of
low order models. Further to this, the techniques developed here can
be used to remove any errors associated with three-dimensional flow
in 2D planar PIV set-ups when trying to compute the amount of shed
vorticity or problems with vorticity leaving the field of view.
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1.28 A novel CFD Methodology for Prediction of Direct Laser Metal
Deposition

Alessio Basso

Numerical Modelling and Optimisation, Integrity Management
Group, TWI Ltd, Middlesbrough

Direct energy deposition (or laser metal deposition – LMD) is an
open-architecture metal additive manufacturing technique that enables
high precision, thin-wall components to be produced. The main advan-
tages of LMD are the use of a relatively low-power heat source as well
as better process control and tolerance monitoring due to the accurate
delivery of metal powder and precise control of the processing head.
Understanding of the multiple physical phenomena involved in LMD,
e.g. particle turbulent flow interaction, thermal interaction between
metal particles and laser heat source, particle melting and thermal
interaction between particles and between particles and molten pool
on the work surface, is of paramount importance to predict the so-
lidification front and material microstructure of the component being
manufactured.

In the present work, a coaxial-nozzle configuration for the jet of
metal particles is taken in consideration at different laser power in-
puts, particle jet velocities and operating conditions. A commercial
package software for CFD simulation (ANSYS Fluent v19.2) is used
to build the numerical model, which includes: a) the Discrete Particle
Model (DPM) – to track the trajectory of solid metal particles ejected
from the nozzle; b) the Solidification/Melting Model to predict the
thermal interaction between solid particles, turbulent flow and laser
heat source; c) the Volume of Fluid (VOF) Model to track solid parti-
cle shapes while melting and impinging on the molten pool formed on
the bottom working surface.

The numerical CFD model proposed in this work is validated against
experimental measurements from previous work and current literature,
in an attempt to accurately calibrate numerical parameters and con-
ditions from real LMD processes.
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1.29 Flow Regimes of Stratified Particle-Laden Plumes [Poster]

Jonathan Barnard†

Department of Chemical Engineering and Biotechnology,
University of Cambridge

The dynamics of stratified particle-laden forced plumes were in-
vestigated by injecting fresh water laden with ballotini particles into
an environment with a linear density gradient. The plume dynamics
were observed under varying source particle loading, characterised by
the ratio of particle and interstitial fluid buoyancy flux, ω; and am-
bient stratification strength, characterised by buoyancy frequency, N .
Upon release into the tank, the plume rises to a maximum height as
predicted by single-phase plume theory, before collapsing and spread-
ing as a particle-laden intrusion at the height of neutral buoyancy.
The particles within the intrusion settle into the environment and
due to plume entrainment, are dragged towards the plume creating
a sedimenting veil. A portion of the particles within this veil are sub-
sequently re-entrained into the plume which significantly influences
plume dynamics. For all plumes where ω > 0, the maximum height
can be seen to decrease until a steady state height is achieved. This
maximum height disappears below the intrusion for ω > 0.2 and minor
convection is seen in the sedimenting veil. When ω > 0.3, a regime
change is observed as the interstitial plume fluid and particles separate
at the maximum plume height. The separated fluid continues to rise
until reaching a new neutral buoyancy height and below, a particle-rich
fountain appears. Without the presence of interstitial fluid, the parti-
cles no longer spread radially in the environment, but instead settle at
the plume margins inducing significant convection in the environment.
At even greater particle loadings (ω > 0.5), a portion of plume fluid
is dragged into the ambient convection cylinder and upon depositing
the heavy particles, the buoyant fluid rises and spreads as a secondary
intrusion between the initial spreading height and the tank floor. Such
behaviour is similar to what is observed in nature when considering
the development of pyroclastic flows and co-ignimbrite plumes.
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1.30 Drag Reduction and Net-Energy Saving in a Turbulent Boundary
Layer Using Bayesian Optimisation and Wall Blowing

O. A. Mahfoze†1, A. Moody2, A. Wynn1, R. D. Whalley2 &
S. Laizet1

1Department of Aeronautics, Imperial College London
2School of Engineering, Newcastle University

Skin-friction drag reduction is a topic of great interest due to its im-
portance in many engineering applications. Yet despite many decades
of extensive research, a practical and affordable method for reducing
the turbulent skin-friction drag force in air flows is yet to be found
and implemented in real-world applications. It is well known that
low-amplitude wall-normal blowing applied at the wall of a turbu-
lent boundary layer (TBL) can significantly reduce the skin-friction
drag. However, the power consumption of wall-normal blowing devices
can be very high, resulting in energy losses for the system. In the
present study, a Bayesian optimisation framework is combined with
scale-resolving simulations of a TBL to obtain the optimal parame-
ters of a wall-normal blowing strategy in order to achieve not only
skin-friction drag reduction but more importantly net-energy saving
for the system. Numerically, the wall-normal blowing is modelled as
a boundary condition so the net-energy saving is estimated using ex-
perimental data from two different blowing devices. In a previous
study for moderate Reynolds numbers, we found that it was possible
to generate up to 5the optimisation, but also that it was possible to
reduce the skin-friction by up to 75with substantial energy losses. In
the present study, our Bayesian Optimisation framework is used for
higher Reynolds numbers TBL using an Implicit Large Eddy Simula-
tion approach. The simulations are performed with the high-order flow
solver Incompact3d which is based sixth-order finite-difference schemes
on a Cartesian mesh, a semi-implicit scheme for time advancement, a
spectral solver for the Poisson equation and a 2D Domain Decomposi-
tion for supercomputer use. To better understand the flow, the differ-
ent drag reductionmechanisms are investigated using the well-known
Fukagata-Iwamoto-Kasagi (FIK) identity.
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1.31 LES-based investigation of the angle of attack-dependence of flow
past a cactus-shaped cylinder with four ribs

Oleksandr Zhdanov† & Angela Busse

School of Engineering, University of Glasgow

In their natural environment, cacti can withstand high winds with-
out being uprooted. Previous studies on cactus-shaped cylinders with
many ribs showed a reduction of the mean drag and a decrease in the
amplitude of aerodynamic force fluctuations over a range of Reynolds
numbers compared to the standard circular cylinder. These investi-
gations were inspired by the Saguaro cactus, a member of Cactaceae
family originating from the Western Hemisphere, that has typically 10
to 30 ribs. In the Eastern Hemisphere, members of the Euphorbiaceae
family have independently developed similar shapes but with a lower
number of ribs in the process of convergent evolution. From a biome-
chanical point of view, the features of these two plant families that
have evolved in similar environments are expected to have the same
functions. Unlike to Saguaro-based cactus-shaped cylinders, the outer
shape of succulents with low number of ribs does not resemble a circu-
lar cylinder and significant dependence of the aerodynamic forces on
the angle of attack is expected.

In this study, the angle of attack dependence of the flow past a
cactus-shaped cylinder with four ribs, inspired by the succulent Eu-
phorbia Abyssinica, is investigated numerically at a biologically rele-
vant Reynolds number (Re = 20, 000). Large eddy simulations (LES)
using the wall-adapting local eddy-viscosity (WALE) subgrid-scale model
were performed for several angular orientations with respect to the
freestream using OpenFOAM. As expected, the mean and fluctuating
drag and lift coefficients show a strong variation with angle of attack.

Due to their similar overall shape, the results from the present LES
are compared to experimental and numerical results for the square
cylinder and square cylinders with rounded corners. In addition, the
values of the aerodynamic coefficients and Strouhal number are com-
pared to previous results of URANS simulations for the same shape
and Reynolds number.
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1.32 The late-time evolution of an isolated symmetrically unstable
front [Poster]

Aaron Wienkers† & John R. Taylor

DAMTP, University of Cambridge

Submesoscale fronts with large lateral buoyancy gradients and O(1)
Rossby numbers are common in the upper ocean. These fronts are
associated with large vertical transport and are hotspots for biologi-
cal activity. Submesoscale fronts are susceptible to symmetric insta-
bility (SI) – a form of stratified inertial instability which can occur
when the potential vorticity is of the opposite sign to the Coriolis pa-
rameter. SI has linear eigenmodes which are capable of transporting
buoyancy and geostrophic momentum. The unstable SI modes even-
tually break down through a secondary shear instability, leading to
three-dimensional turbulence which further modifies the geostrophic
momentum. An initially balanced front that is unstable to SI will
evolve due to the momentum and buoyancy transport associated with
SI and 3D turbulence.

Here, we consider an idealised problem with a front of finite width
bounded by flat no-stress horizontal surfaces. The front is initially in
thermal wind balance but there is no initial vertical stratification and
the flow is unstable to SI. We study the evolution of the unstable front
using a linear stability analysis and nonlinear numerical simulations.
We find that the aspect ratio of the front and the ratio of the maximum
horizontal buoyancy gradient to the Coriolis frequency are important
parameters and influence the evolution of the front. Interesting be-
haviour emerges, particularly for fronts with large Rossby numbers.
For example, fronts with relatively large horizontal density gradients
develop bore-like gravity currents that propagate along the top and
bottom boundaries. We then describe the energetics evolving towards
the final adjusted state in terms of the dimensionless parameters of the
system and understand these results in the context of the primary and
secondary linear instability.
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1.33 A Lattice Boltzmann Method in Generalized Curvilinear
Coordinates

J. A. Reyes Barraza & R. Deiterding

University of Southampton

The Lattice Boltzmann method (LBM) is a rather new develop-
ment in CFD. Instead of approximating the Navier-Stokes equations,
the approach is based on solving a simplified version of the Boltzmann
equation in a specific discrete space. It can be shown via the Chapman-
Enskog expansion that the LBM recovers the Navier-Stokes equations
(Chen and Doolen, 1998). The simplicity of the lattice Boltzmann
algorithm can lead to dramatic reductions in computational time com-
pared to traditional CFD solvers. On uniform grids and unsteady flow
simulations, it can easily show performance gains up to two orders of
magnitude (Deiterding and Wood, 2016), which has made the approach
increasingly popular in recent years.

In the LBM, the discretisation of the physical space is coupled with
the discretisation of momentum space (He and Luo, 1997). The ad-
vantage of this scheme is the exact treatment of the advection term,
so it leads to zero numerical diffusion. On the other hand, this condi-
tion results in a method that uses only Cartesian grids. This aspect
of the standard LBM limits its application, and solving problems with
curved geometries becomes troublesome. Nonetheless, it is possible
to implement standard numerical techniques on the LBM to use non-
uniform meshes. Therefore, we propose an implementation of the LBM
in generalized curvilinear coordinates, so the lattice Boltzmann equa-
tion (LBE) can be solved with non-uniform grids.

A second-order explicit method was implemented to solve the LBE
in the computational domain, and several test cases were used for veri-
fication, including the 2D circular cylinder to show the capacity of the
present method to perform simulations with curved-wall boundaries.
The results of our method are consistent with the literature, and also
show that our method has better treatment to curved walls than the
standard Cartesian LBM confirming the capabilities of the proposed
scheme.

References:

1. Shiyi Chen and Gary D. Doolen. Lattice Boltzmann method for
fluid flows. Annual Review of Fluid Mechanics, 30:329–364, 1998.

2. Ralf Deiterding and Stephen L. Wood. Predictive wind tur-
bine simulation with an adaptive lattice Boltzmann method for
moving boundaries. Journal of Physics: Conference Series, 753,
2016.

3. Xiaoyi He and Li-Shi Luo. Theory of the lattice Boltzmann
method: From the Boltzmann equation to the lattice Boltzmann
equation. Physical Review E, 56:6811–6817, 1997.

52



UK Fluids Conference 2019 1 TALKS

1.34 Shear-thinning fluids can be slippery! Non-identifiability of
parameters for the Bird-Cross-Carreau-Yasuda family of models when

applied to blood rheology

David J. Smith1, Meurig T. Gallagher1, Richard
A. J. Wain1,2, Sonia Dari1 & Justin P. Whitty2

1University of Birmingham
2University of Central Lancashire

Models of shear-thinning complex fluids, dating from the work of
Bird, Carreau, Cross and Yasuda, have been applied in many impor-
tant computational studies of blood flow for several decades. We will
revisit these models, first to highlight a degree of uncertainty in the
naming conventions in the literature, but more importantly to address
the problem of inferring model parameters by fitting to rheology ex-
periments. By refitting published data, and also by simulation, we
find large, flat regions in the likelihood surfaces that yield families of
parameter sets which fit the data equally well. Despite having almost
indistinguishable fits to experimental data these varying parameter sets
can predict very different flow profiles, and as such these parameters
cannot be used to draw conclusions about physical properties of the
fluids, such as zero-shear viscosity or relaxation time of the fluid, or
indeed flow behaviours. We verify that these features are not a conse-
quence of the experimental data sets through simulations; by sampling
points from the rheological models and adding a small amount of noise
we create a synthetic data set which reveals that the problem of pa-
rameter identifiability is intrinsic to these models. These issues can
result in major predictive errors for even quite simple problems such
as pressure-driven pipe flow, especially when the flow velocity is small.
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1.35 Asymptotic dynamics of high dynamic range stratified turbulence

G. D. Portwood1,2, S. M. de Bruyn Kops2 &
C. P. Caulfield3,4

1Los Alamos National Laboratory
2Department of Mechanical and Industrial Engineering, University of

Massachusetts
3BP Institute & DAMTP, University of Cambridge

Direct numerical simulations of homogeneous sheared and stably
stratified turbulence are considered to probe the asymptotic high-
dynamic range regime. We consider statistically stationary config-
urations of the flow that span three decades in dynamic range de-
fined by the separation between the Ozmidov length scale, LO =√
ε/N3, and the Kolmogorov length scale, LK = (ν3/ε)1/4, up to

Gn ≡ (LO/LK)4/3 = ε/(νN2) ∼ O(1000), where ε is the mean tur-
bulent kinetic energy dissipation rate, vν is the kinematic viscosity,
and N is the buoyancy frequency. We isolate the effects of Gn, par-
ticularly on irreversible mixing, from the effects of other flow param-
eters of stratified and sheared turbulence, by allowing the forced flow
to adjust towards stationarity. Specifically, we evaluate the influence
of dynamic range independent of initial conditions, finding that for
a wide variety of simulations with 36 ≤ Gn ≤ 900, the flow always
evolves such that Ri ≡ N2/S2 ' 0.16, and Fr ≡ ε/(NEk) ' 0.5,
where S is the (imposed) shear, and Ek is the turbulent kinetic energy.
We present evidence that the flow approaches an asymptotic state for
Gn ' 300, characterized both by an asymptotic partitioning between
the potential and kinetic energies and by the approach of components
of the dissipation rate to their expected values under the assumption
of isotropy. As Gn increases above 100, there is a slight decrease in
the turbulent flux coefficient Γ = χ/ε, where χ is the dissipation rate
of buoyancy variance. However, for this flow, there is no evidence of
the commonly suggested Γ ∝ Gn−1/2 (dashed line) dependence when
100 ≤ Gn ≤ 1000. Indeed, Γ remains very close to the upper bound
Γ . 0.2 proposed in the classic Osborn (1980) parameterization, while
the turbulent Prandtl number PrT ≡ κM/κT = (P/S2)/(B/N2) ' 1
for all values of Gn, where P is the turbulence production and B is the
(vertical) buoyancy flux.
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1.36 Numerical simulations of wall cooling performance and associated
effects on transition in hypersonic flows with injection from porous

surfaces

Adriano Cerminara, Ralf Deiterding & Neil Sandham

Aerodynamics & Flight Mechanics group, University of Southampton

Direct numerical simulations aimed to study the physics of wall
cooling in a hypersonic boundary layer in the presence of injection
through a porous wall have been performed. Two types of injection
have been considered, namely slot injection [1] and injection through
a layer of distributed porosity [2]. The simulations have been run
using a high-order (up to 6th) method, consisting of a central differ-
encing (CD) scheme, to achieve high resolution in the smooth flow
regions, in conjunction with an identical order weighted-essentially-
non-oscillatory scheme (WENO), that is locally activated in the sharp
flow regions. Moreover an adaptive-mesh-refinement (AMR) technique
is used on a Cartesian mesh in order to handle the smaller length scales
in the porous region, preserving accuracy. Results show that slot in-
jection is generally inefficient, because it requires very high blowing
ratios, i.e. high mass flow rates of coolant injected into the boundary
layer per unit time and surface, to achieve a significant cooling effect
downstream of the injection point. A cross-validation study with ex-
perimental results [3], along with results from linear stability analysis
and a parametric study of the sensitivity to different boundary-layer
disturbance amplitudes, has demonstrated that the reason for the in-
efficiency of slot injection is that high perturbations associated to in-
ternal instability modes are induced in the boundary layer, even at the
low blowing ratios, which results in an increase of the heat flux and
ultimately leads to transition at the high disturbance amplitudes. In
the case of injection through a porous layer, in contrast, this behaviour
appears to be drastically reduced at the very low blowing ratios, which
leads to much higher cooling performance, as a result of a more effi-
cient film cooling effect. These results serve to assess the capabilities
of transpiration cooling systems, in contrast to the widely used effu-
sion cooling systems, for application on hypersonic vehicles, and to
predict the cooling performance in different disturbance environment,
with and without transition, which is important for a DNS-assisted
design of new-generation thermal protection systems.
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1.37 Evaluating turbine wake steering techniques using scale-resolving
simulations

Georgios Deskos, Sylvain Laizet & Rafael Palacios

Department of Aeronautics, Imperial College London

Wind turbines operating within large-scale wind plants interact
with each other through their wakes. A wind turbine operating within
the full wake of an upstream turbine can experience mean power output
reduction up to 40%. To this end, farm-level optimal control strategies
through wake steering (re-direction) are being proposed as a remedy to
avoid these adverse wake effects. However, most optimal control tools
are based on empirical or semi-empirical models which provide only
time-averaged predictions and ignore the unsteady flow features of the
wake such as meandering and small scale-turbulence. Here, we present
scale-resolving simulations of wake interactions obtained by the high-
order finite-difference solver, Winc3D, for two utility-scale turbines op-
erating in line and placed within realistic atmospheric turbulence con-
ditions and at different set-ups (yaw & tilt angle and off-set distance)
to study the physics of wake-wake and wake-turbine interactions. To
parametrise the two wind turbines, we use a novel unsteady actuator
line model enhanced with a closed-loop turbine-level controller. Anal-
ysis of a large number of farm-level control options shows that wake
steering can be effectively used to maximise their power output while
minimising the increase of power fluctuations and turbine loads.
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1.38 Negating gust effects by actively pitching a wing

Ignacio Andreu Angulo†

University of Cambridge

Unsteady fluid mechanics is an essential component of the complex
behavior of rotorcraft and flapping wing vehicles. In order to simplify
this complex problem, low order models have been developed with the
intention of capturing the main flow features. However, these mod-
els are often still too complex for implementation in real-time control.
The present study analyses the ability of a low order model to sim-
ulate the flow around a pitching wing traveling through a gust. The
flow and the plate have been modelled using a panel method that in-
cludes continuous shedding of point vortices from both edges of the
wing, representing the shear layers. Moreover, the forces on the plate
were estimated from the vorticity as described by the impulse method,
carefully considering circulatory and non-circulatory components. Ap-
plying these results, an iterative process was used to adjust the wing
inclination in order to maintain a zero lift value as the plate travels
through the gust. The resulting pitch profile represents the control
mechanism intended for the mitigation of gust effects and has been
evaluated experimentally. Using a water tow tank, force and PIV data
have been acquired on a plate that is pitched according to the com-
puted profile as it travels through a gust. The comparison between the
experimental and computational results demonstrates the ability of a
low order model to predict loads for control purposes.
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1.39 Nematic Liquid Crystal Flow During the Manufacture of Liquid
Crystal Devices

Joseph R. L. Cousins†, S. K. Wilson & N. J. Mottram

Department of Mathematics and Statistics, University of Strathclyde

Nematic liquid crystal (nematic) devices are ubiquitous in modern
day life, and faster and more accurate manufacture of these devices is
required to meet increasing global demand. The optimisation of the
manufacturing process generally involves attempting to reduce man-
ufacturing time by increasing flow velocities and filling speeds. How-
ever, these changes are often implemented without a full understanding
of the possible consequences of flow-driven director misalignment and
damage caused to the director anchoring within the device. An under-
standing of the flow of a nematic during manufacturing can therefore
potentially improve both manufacturing efficiency and device quality.

In a common method of device manufacturing, nematic is dispensed
in droplets onto a substrate and then compressed by a top plate moving
downwards with a fixed constant speed, to ensure complete filling of
the device. This process of compressing a film of nematic is similar to
the classical squeeze film problem in fluid dynamics. We consider a ne-
matic squeeze film in which the nematic is squeezed by the downward
motion of the top plate, and the resulting flow velocity, pressure and
director angle are investigated in the asymptotic limit of small reduced
Reynolds number (δRe� 1), small Leslie angle (φL � 1) and large Er-
icksen number (Er� 1), which represents a thin film of nematic where
viscosity effects are strong compared to elasticity effects and there are
no inertial effects. The director angle solution is obtained using the
method of matched asymptotic expansions and the solution allows key
insight into the behaviour of nematic during device manunfacturing.
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1.40 Jetting Behaviour in the Presence of Surfactants in Inkjet Printing

Evangelia Antonopoulou†, Oliver G. Harlen, Mark
A. Walkley & Nikil Kapur

University of Leeds

A key challenge in developing new applications of inkjet technology
is to produce inks that can be jetted to form individual droplets and
to transport functional components needed for the application. The
development of mathematical models that allow fluid jetting behaviour
to be determined as a function of fluid properties would allow optimi-
sation to be carried out in-silico before creating the inks and verifying
the performance.

Surfactants are often added to aqueous inks in order to modify
the surface tension. However, the rapid expansion of the free surface
during the fast jetting process means local areas of the surface will be
depleted of surfactants leading to surface tension gradients, the effects
of which on ink behaviour in jetting are unknown.

In this work, experimental studies of the jetting behaviour with
and without the addition of surfactants are presented. In parallel we
are developing a finite element based numerical simulation of inkjet
break-up and drop formation in the presence of surfactants.
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1.41 Experimental modelling of infectious aerosols from people with
cystic fibrosis

Jessica Proctor†

University of Leeds

Airborne-person to person transmission of pathogens such as Pseu-
domonas aeruginosa and Mycobacterium abscessus, is a concern for
those with cystic fibrosis (CF). This study aims to examine the aerosoli-
sation of these bacteria generated under controlled conditions from
different liquid suspensions, including artificial mucus with compara-
ble properties to that from people with CF. The study is carried out
using an ‘aerosol characterisation’ rig enabling sampling at different
distances from the source under a constant flow rate. Bacterial strains
are nebulised, using a Collison 3 jet nebuliser, down the rig where
the aerosol passes through a laser diffractometer (Spraytec, Malvern),
before sampling using an Andersen 6-stage impactor sampler. The
survival of several strains of P. aeruginosa and M. abscessus, together
with droplet size distributions were measured at distances of 0.5-4 m
from the source. Results demonstrate that bacteria were able to sur-
vive over 4 m of travel, with the aerosol at this point having droplet
sizes similar to that of the individual bacterium.
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1.42 Evolution of hydroacoustic waves in deep oceanic waters with
generalised sound-speed profiles

S. Michele & E. Renzi

Department of Mathematical Sciences, Loughborough University

We present a novel analytical model for the evolution of hydroa-
coustic waves in weakly compressible fluids characterised by depth vari-
ations of the sound-speed. Using a perturbation expansion up to the
third order we decompose the initial set of governing equations in a
sequence of linearised boundary value problems. Since forcing terms
resonate the second order problem, two slow horizontal length scales
and two slow time scales are necessaries. Then we derive a novel ex-
pression for the second-order velocity potential for each normal mode
and show that this forced solution does not exist in the case of con-
stant homogeneous fluid layers. At the third order we derive the linear
Schrödinger equation governing the evolution of the wave envelope for
large length and temporal scales. This equation is similar to the case of
dispersive gravity wave packets, hence similar interesting analyses are
extended here. We show that the Schrödinger equation obtained in this
work, now presents new terms depending on the sound-speed depth dis-
tribution. This result clearly contributes to enrich the corresponding
dynamics, indeed, we show that for generalised sound-speed profiles
the horizontal wavelength of each normal mode can be stretched or
compressed with direct consequences on the propagation speed of the
wavetrain envelope. Consequently, the analytical model presented here
has also an important engineering application, since it allows improv-
ing the design of tsunami early warning systems.
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1.43 A microfluidic assay to study the migration behaviour of marine
bacteria in viscosity gradients

Sasi Kiran Pasupuleti, Oscar Guadayol & Stuart
Humphries

Joseph Banks Laboratories, University of Lincoln

Microscale viscosity can strongly influence interaction between ma-
rine microbes such as bacteria and phytoplankton, and ultimately im-
pact the ocean biogeochemistry. To investigate the effect of viscosity
on the migration behaviour of marine bacteria, we have developed a
microfluidic device producing stable viscosity gradients. The device
comprises two layers, in the top layer viscosity gradients are generated
by diffusive mixing of low and high viscous solutions in a gradient gen-
erator. The bottom layer consists an observation chamber in which
GFP-expressing bacteria encounter a static viscous gradient, and the
migration of bacteria in response to viscous gradient is monitored by
microscopy. We applied this microfluidic assay to study the chemo-
tactic behaviour of several types of marine bacteria in the viscosity
gradients ranging from 1 – 50 cP.
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1.44 Modelling flows in thermochemical nonequilibrium adaptive and
mapped meshes

Chay W. C. Atkins & Ralf Deiterding

Aerodynamics and Flight Mechanics Group, University of
Southampton

In Computational Fluid Dynamics (CFD) simulations, Automated
Mesh Refinement (AMR) can be used to balance the goals of adequate
resolution and low simulation time by increasing the resolution only
where it is needed. Additionally, close to surfaces, high aspect ratio
cells can be used to capture the large gradients in a boundary layer
with less cells than a Cartesian grid. In this work, Cartesian AMR
methods and stretched, body fitted grids are used to efficiently model
high enthalpy flow in thermochemical non-equilibrium. The use of
non-equilibrium models is vital to accurately predict the aero-thermal
environment experienced by a hypersonic vehicle.

The computational framework AMROC (Adaptive Mesh Refine-
ment in Object-oriented C++), implements the Cartesian SAMR al-
gorithm of Berger and Colella on parallel computers with distributed
memory [1]. In previous work [2], a single-temperature TVD-MUSCL
scheme for simulating reacting mixtures of thermally perfect gases on
highly adaptive meshes had been developed. In the present work, an
extended version of that solver has been coupled to the Mutation++
library [3] in order to model flows in thermochemical non-equilibrium.
Park’s two temperature model is used to model the differences in in-
ternal energy and a modified Arrhenius equation is used to account
for chemical reactions. In addition to the non-equilibrium model, the
ability to use stretched body fitted grids for viscous flow simulations
has been incorporated to AMROC.

A number of studies have been carried out using the solver. The
solver has been verified using a combination of the Method of Manufac-
tured Solutions, comparisons to analytic results and code-to-code com-
parisons. The SAMR capabilities have been tested in simulations of
inviscid flow over a double wedge. Comparisons between experimental
and simulated results of hyper-velocity flow over a sphere demonstrate
the importance of the non-equilibrium model for accurately predicting
shock standoff distance. A cylinder exposed to high enthalpy, non-
equilibrium flow in a shock tunnel is simulated, and good agreement is
obtained with experimental results.
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1.45 A Fluid Dynamics Model of Kidney Morphogenesis

Vladimir Zubkov

School of Computing, University of Brighton

Kidney development is initiated by the outgrowth of a ureteric bud
of epithelial cells into a population of mesenchymal cells. Interactions
between these two populations lead to the formation of the highly
branched ureteric tree and the nephrons (basic structural and func-
tional units of the kidney), presumably via the coordination of cell
proliferation and morphogenetic responses.

While it is now possible to collect data showing how the structure
of kidneys evolves, the biophysical mechanisms responsible for these
changes remain to be determined. We present a mathematical model
of kidney morphogenesis, in which the development of the kidney is
described by a fluid dynamics model. We show that branching of the
ureteric tree can be regulated by instability of the growing tip sur-
face: ureteric tree tip cells, that moved further from the smooth tip
surface, are subject to higher levels of growth factors and, as a re-
sult, have higher rates of proliferation and chemotactic attraction to
growth factors which leads to further expansion of the cells from the
tip and development of a new branch. The tip branching is stabilised
by bending resistance of the tip surface. The balance between stabilis-
ing and destabilising mechanisms defines the number of the appearing
branches.
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1.46 Rivulet Flow Down an Inclined Permeable Membrane

A. S. Alshaikhi†, M. Grinfeld & S. K. Wilson

Department of Mathematics and Statistics, University of Strathclyde

We use the lubrication approximation to analyse the steady unidi-
rectional flow of a slender rivulet flowing down an inclined permeable
membrane. We assume that the rivulet is thin and that the ratio of
the permeability of the membrane to the square of the capillary length
is small.

We investigate the effect of the permeability and the inclination
of the membrane on the length of the rivulet on the membrane. We
assume that the flow in the rivulet is governed by the Navier–Stokes
equations, and impose a no-slip condition on the tangential component
of the velocity of the fluid at the fluid/membrane interface as well
as a condition relating the normal component of the velocity of the
fluid at the fluid/membrane interface and the pressure drop across the
membrane.

We consider situations with prescribed flux and either fixed width
or fixed contact angle. In the case of a rivulet with constant width,
we find an exact solution for the shape of the rivulet, while in the case
of a rivulet with constant contact angle, we derive and solve numer-
ically a nonlinear ordinary differential equation for the shape of the
rivulet. Perhaps our most interesting and unexpected results are the
non-monotone dependence of the rivulet length on the inclination an-
gle and the non-existence of rivulets for sufficiently large inclination
angles.

67



UK Fluids Conference 2019 1 TALKS

1.47 Time-frequency analysis for wakes of accelerating ships

Ravindra Pethiyagoda

Queensland University of Technology

Spectrograms have recently emerged as a useful method of visual-
ising ship wakes from surface height measurements taken from a single
location, with potential applications in ship detection and coastal man-
agement (coastal erosion). We present a linear dispersion curve that
predicts the location of colour intensity in a spectrogram for a ship
moving along an arbitrary path with arbitrary speed. We provide ex-
amples for two cases: a ship accelerating in a straight line, and a ship
travelling in a circle with constant angular velocity. An example of
nonuniqueness of the dispersion curve between the two cases is given
where the difference in colour intensity due to the shape of the ship
can be used as a distinguishing factor. This example sheds some light
on potential difficulties for applications involving detection.
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1.48 Hele-Shaw flows in doubly connected domains

Scott McCue, Liam Morrow, Michael Jackson, Michael
Dallaston & Timothy Moroney

Queensland University of Technology

In the commonly studied Hele-Shaw geometry, an essentially invis-
cid fluid (like air) is injected between two flat plates with viscous fluid
(like oil) in between. The resulting Saffman-Taylor instability drives
viscous fingering and complex interfacial pattern formation. The stan-
dard mathematical model for this scenario involves solving Laplace’s
equation in the unbounded viscous fluid domain, subject to boundary
conditions on the interface that separates the two fluids. In reality,
there is always a finite amount of viscous fluid bounded by (at least)
two interfaces; however, experiments with inviscid fluid penetrating a
viscous fluid are normally conducted so as to minimise the effects of
the outer interface. Here we are interested in the case in which the two
interfaces are close together, so that the effects of the outer interface
can no longer be ignored in the model. We use a variety of mathemati-
cal tools (including linear stability analysis and a thin filament model)
and the level set method to study this geometry, focussing on the vis-
cous fingering patterns, the possibility of the inner interface bursting
through the outer interface, and the effects of other non-standard in-
fluences such as rotating plates, lifting plates, or non-parallel plates.
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1.49 Coalescence of Droplets with Dissimilar Surface Tension

Thomas C. Sykes†1, Alfonso A. Castrejón-Pita2, J. Rafael
Castrejón-Pita3, Mark C. T. Wilson1, David Harbottle1,

Zinedine Khatir1 & Harvey M. Thompson1

1University of Leeds
2University of Oxford

3Queen Mary University of London

Droplet coalescence occurs in a variety of settings, from natural to
emerging technologies, such as reactive inkjet printing and lab-on-a-
chip microfluidic devices. The internal dynamics during coalescence
determine the extent of fluid mixing within the coalesced droplet, with
efficient mixing often critical to the application’s viability. The fluid
properties of the precursor droplets can significantly affect the internal
dynamics, especially in the case that each droplet does not consist of
the same fluid. Surface tension disparities are especially interesting,
since they affect the internal dynamics both through the additional
contribution to Laplace pressure and Marangoni flow.

This works investigates the coalescence of a sessile and an impacting
droplet of different surface tension, in contact with a solid substrate.
Two colour high speed cameras are used to capture the internal dy-
namics from both the side and below. This arrangement exposes both
the detail of the flow through the depth of the droplet (side view), in
addition to the intricate flow structures without distortion from the
droplet’s curved surface (bottom view), allowing surface and inter-
nal phenomena to be identified. Our results demonstrate significantly
faster mixing compared to droplets with identical fluid properties, un-
covering various intriguing internal flow mechanisms. Multiple fluid
configurations and lateral separations are studied, with our results hav-
ing practical implications for enhancing mixing within impacting and
coalescing droplets of different surface tension.
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1.50 Efficient Implementation of Elastohydrodynamic Integral
Operators for Stokesian Filaments

Atticus L. Hall-McNair†1, Meurig T. Gallagher1, Thomas
D. Montenegro-Johnson1, Hermes Gadêlha2 & David

J. Smith1

1University of Birmingham
2University of Bristol

Models for simulating the dynamics of flexible biological filaments
have historically been mathematically complex and numerically ex-
pensive, with even simple simulation experiments taking in the or-
der of hours or even days to solve on all but the most powerful com-
puter hardware. This computational cost often stems from numerical
stiffness associated with satisfying the inextensibility constraint com-
mon to many biological fibres. Recent work by Moreau, Giraldi &
Gadêlha (2018) demonstrated that a filament could be modelled effi-
ciently by expressing the governing elastohydrodynamic problem via
integral equations written in terms of the evolving tangent angle. Com-
bined with a method of lines discretisation, this allows for a reduction
in the required degrees of freedom for accurate simulation, alleviating
the numerical stiffness of the system and enabling efficient compu-
tational modelling. In this presentation, I outline recent submitted
work which builds upon the framework introduced by Moreau et al.,
augmenting and reformatting their formulation with the method of
regularised stokeslets of Cortez et al. (2001, 2005). This enables the
modelling of non-local hydrodynamics within and between filaments.
Importantly, this is done in a numerically efficient manner, enabling
fast and accurate simulation of arrays of filaments undergoing non-
linear planar deformations. We present the continuous equations out-
lining the new elastohydrodynamic integral formulation (EIF) method,
and the subsequent discretisations of them, before application to single
and multiple filament problems in shear flow and sedimenting under
gravity. We also consider the dynamics of active moment driven swim-
mers for two types of driving travelling-wave. From these simulations
we reveal how filament interactions can lead to geometric buckling in-
stabilities, and investigate optimal parameter pairings to produce fast
swimming in active filaments.
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1.51 Determining how the microstructure of the Endothelial
Glycocalyx Layer affects its bulk fluid-dynamical properties

T. C. Lee , V. Suresh & R. J. Clarke

University of Auckland

The Endothelial Glycocalyx Layer (EGL) is a hydrated, thin, brush-
like layer that coats the inside of blood vessels. It is thought to serve
as a protective barrier against damaging levels of fluid shear stemming
from the flow of blood in the vessel lumen, as well as being implicated
in a number of other biological functions, such as mechanotransduc-
tion and the immune response. The EGL is a fragile structure, and the
difficulty in examining it in-vivo has motivated the development of the-
oretical models that can predict its elastohydrodynamics. In these pre-
vious studies the EGL has been modelled as an isotropic, homogeneous
poroelastic layer. However, there is an increasing volume of experimen-
tal evidence to suggest that the EGL has a microstructural organisation
that brings into question this assumption. This study uses Homogeni-
sation Theory on an asymptotically-thin two-dimensional embedded
surface, to analyse the extent to which organisational structure on the
microscale can lead to observables on the macroscopic scale. It is hoped
that this study might enable a means of inferring microstructural EGL
organisation from bulk macroscopic measurements.
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1.52 Effect of vapour pressure on the performance of a Leidenfrost
engine

Prashant Agrawal1, Gary G. Wells1, Rodrigo
Ledesma-Aguilar1, Glen McHale1, Anthony Buchoux2,
Khellil Sefiane2, Adam Stokes2, Anthony J. Walton2 &

Jonathan G. Terry2

1Northumbria University at Newcastle upon Tyne
2University of Edinburgh

In the Leidenfrost effect, as a result of thin film boiling, a vapour
layer forms between a droplet and a surface heated to temperatures
significantly higher than the liquid’s boiling point. The vapour layer
significantly reduces friction on the droplet, and acts as a thermal
insulator increasing the droplet’s lifetime. Due to this reduced fric-
tion droplets can self-propel (translate [1] or rotate [2]) on asymmetri-
cally textured surfaces. The asymmetry rectifies the escaping vapour,
producing a viscous drag on the levitating droplet. We have previ-
ously shown that on turbine-like substrates, these rotating droplets
can transfer torque to additional surface tension coupled non-volatile
solids [3], establishing the concept of a Leidenfrost heat engine. In
this Leidenfrost engine, the power output depends on the vapour layer
thickness, through the torque and angular speed of the levitating ro-
tors. In this work, we demonstrate the ability to operate a Leidenfrost
engine continuously and control its output power by mechanically alter-
ing the vapour layer thickness. This is done by replenishing the liquid
and supporting the rotor weight using a bearing assembly. We observe
a significant increase in the power output despite the added friction
from the bearing. The design and operational principles described can
be extrapolated to alternative liquid and solids to develop mm and
sub-mm scale engines for applications in extreme environments with
naturally occurring low pressures and high temperature differences.

We would like to acknowledge EPSRC for funding (EP/P005896/1
and EP/P005705/1).
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a ratchet’ Nature Physics, 2011, 7, 395–398.
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1.53 Flow physics and sensitivity to RANS modelling assumptions of a
multiple normal shock wave boundary layer interactions

Kiril Boychev†, G. N. Barakos & R. Steijl

CFD Laboratory, School of Engineering, University of Glasgow

The interaction of a shock wave with a boundary layer (SWBLI)
occurs in many applications such as supersonic wind tunnel diffusers,
and supersonic intakes. In the present work, Reynolds Averaged Navier
Stokes (RANS), detached Eddy (DES), and scale-adaptive (SAS) sim-
ulations are used with the HMB3 CFD solver of Glasgow University to
investigate the flow physics, and the sensitivity to modelling assump-
tions of multiple shock wave/boundary layer interactions (MSWBLI)
inside a rectangular duct (M = 1.61, Reδ = 162000). Several eddy-
viscosity models and an explicit algebraic Reynolds stress model are
considered. A methodology for matching the experimental conditions
before the start of the interaction and at the end of the interaction
was first established. Based on the required grid resolution and the
established methodology for matching the experimental conditions, a
series of three-dimensional simulations were performed to investigate
the effect of spanwise confinement. Using the same methodology, sim-
ulations of additional test cases were performed and compared to ex-
periments. Across three test cases, spanning a range of conditions,
the explicit algebraic Reynolds stress model was found to give the
best agreement with the experiments and displayed consistency in pre-
dicting the MSWBLI. The ability of the model to better resolve the
corner flows resulted in narrower corner separations than linear eddy-
viscosity models. For the latter, the supersonic core-flow was closer
to the duct wall and its larger re-acceleration resulted in strong local
pressure peaks. A detailed account of the flow physics of MSWBLI
will be presented at the conference.
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Figure 4: Wall pressure (top) and Mach number contours (bottom) for a
MSWBLI (M = 1.61,Reδu = 162000).
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1.54 Effect of Ambient Pressure Oscillation on the Primary Break-up
of Jet Spray

Zhen Zhang1,2 & Dong-hyuk Shin1

1School of Engineering, University of Edinburgh
2Beijing Institute of Control Engineering, China

The present simulation study investigates the effects of ambient
pressure fluctuation on cylindrical liquid jet sprays, using volume of
fluid (VOF) method. This study is motivated by combustion instabil-
ity on gas turbines where strong harmonic pressure fluctuation occurs.
One previous study demonstrated that fluctuation of fuel mass flow
rate, caused by fluctuating ambient pressure, is one of the key mech-
anisms of combustion instability (Lieuwen and Zinn, 1998). However,
ambient pressure

fluctuation changes not only the fuel mass flow rate, but also am-
bient gas density, liquid surface tension, and viscosity. Especially, in
liquid sprays, the ambient fluid density and surface tension can have
strong effects on spray break-up. In order to investigate the multiple
property changes, a new solver in OpenFOAM is developed. In the
solver, liquid mass flow rate, ambient gas density, and liquid surface
tension change simultaneously according to ambient pressure fluctua-
tion. Simulations were conducted with the Reynolds number of jet flow
below 2000 and Weber number around 2000, which are conducive to
make the break-up available in the laminar case. The oscillating ambi-
ent pressure is shown to strengthen the surface instability of the liquid
ligament to generate more and smaller droplets, which depends on the
surface tension-pressure coefficient and the value of mean pressure and
amplitude in the oscillation.

References:

1. Lieuwen & Zinn, “The role of equivalence ratio oscillations in
driving combustion instabilities in low NOx gas turbines,” Pro-
ceedings of the Combustion Institute, 1998.
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1.55 Experimental simulation of the Vortex Ring State

D. Pickles, R. Green & A. Busse

University of Glasgow

The fluid dynamics of a helicopter rotor present many challeng-
ing phenomena. The flow is dominated by a system of intertwined
helical vortices that trail from the rotor blades that persist and re-
main in the vicinity of the rotor for a long time to dominate the wake,
and subsequently cause significant interactional, vibration and aeroe-
lastic effects. Of interest here is the vortex ring state (VRS), typically
associated with the descent of a rotor into its own wake, where the
trailed vortex system collapses from its usual helical structure to form
a toroidal vortex ring of the same scale as the rotor diameter. The
vortex ring is highly unsteady, and sheds off and reforms, leading to
large thrust oscillations. It is often supposed that the phenomenon is
the result of the behaviour of the trailed vortices, and subsequently
computation and experimentation have revolved around modelling the
rotor blade system. Instead, this presentation will describe results of
an experiment where a specially designed ventilated open core annular
jet is used to simulate the mean flow below a rotor, and the subse-
quent evolution of this flow field into a state analogous to the VRS
is observed. Laser Doppler Anemometry (LDA) of the jet inlet and
outlet planes highlights the formation of a conical region of reverse
flow through the centre of the jet, which increases in size as the no-
tional descent velocity increased. Planar Particle Image Velocimetry
(PIV) and Smoke Flow Visualisation conducted in the University of
Glasgow, de-Havilland wind tunnel was used to investigate the devel-
opment and subsequent shedding of a large toroidal vortex notionally
similar to that produced by a rotor operating in the VRS. The presen-
tation will describe the experiment in detail and discuss preliminary
results comparing the VRS of a rotor and the jet.
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1.56 Robust Optimisation of Microfluidic Flow Systems [Poster]

Foteini Zagklavara†

University of Leeds

The study of the flow and heat transfer in microfluidic systems is
a subject of interest for many areas of engineering applications, such
as microfluidic cooling systems, Polymerase Chain Reaction (PCR)
diagnostic devices etc. The constant demand for better performance
means that it is important to optimise the performance of such devices,
so that they can meet key performance and cost targets.

This project aims to use both experimental and computational
methods to study the flow and heat exchange in microfluidic chan-
nels where PCR takes place. Two main optimisation approaches will
be compared; the first optimisation approach will be based on the ro-
bust shape optimisation of micro-channels, using 3-D conjugate heat
transfer CFD and a small number of design variables, while the sec-
ond one will use Topology optimisation to enable the size, shape and
topology of the channels to be optimised simultaneously.

The ongoing work focuses on the robust optimisation of microchan-
nels, using 3-D conjugate heat transfer CFD (COMSOL Multiphysics)
and a small number of design variables. The DoE points are created,
with the use of Morris Mitchell Latin Hypercubes. With the use of
CFD and techniques such as RBF or MLSM, the response surface is
generated and the optimum points are found (Pareto) for the selected
objective functions, using different optimisation algorithms (Genetic
Algorithm, Particle Swarm optimisation etc).
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1.57 Droplet Mobility on the Flexible Slips (F-Slips) [Poster]

Mumtahina Rahman†, Glen McHale, Rodrigo
Ledesma-Aguilar & Gary G. Wells

Northumbria University, Newcastle upon Tyne

Fluid-infused porous surfaces are crucial for many applications,
such as wettability, microfluidics, self-cleaning, inject printing, fog col-
lection etc [1,2]. Based on Nepenthes pitcher plants, Slippery Liq-
uid Infused Porous Surfaces (SLIPS) [2] are introduced which shows
promising result because they have lubricated surface on which it is
easy to move droplets. This ease of movement of droplets on surfaces
can come at the cost of droplet control. On a SLIPS, the interaction
of the fluid-infused porous structure and the interfacial tensions of the
contact line play an important role in the mobility of a droplet. Hence,
it is possible to control the motion of a droplet by changing the pa-
rameters of the structured surface [1,3]. In this work we control the
velocity of a droplet by applying a strain to the substrate containing
the fluid. By increasing strain, at some point, the SLIPS property will
break down and the underlying morphology of the surface will halt the
moving droplet by pinning 1 . In this work we present a simple method
to create a Flexible SLIP Surface (F-SLIPS) with the aim of control-
ling droplets. Glaco nanoparticles are spray coated on to a flexible
material to make them superhydrophobic. Lubricating oil is applied
to create slippery surface. The effects of stress and strain on flexible
SLIPS is investigated and we investigate how the droplet’s motion is
effected by the mechanical strain placed on the underlying substrate.

Figure 5: a) Schematic of droplet on a SLIPS, b) Illustration of a SLIPS
with nanostructure and lubricating layer, where upon stretch, the substrate
along with nanoparticles and laminating layer goes from the initial length
L to final length (L+ ∆L)
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1.58 On the aerodynamics of the gliding seeds of Javan cucumber

Daniele Certini†, C. Cummins, E. Mastropaolo,
N. Nakayama & I. M. Viola

University of Edinburgh

Wind dispersed seeds inspired flight pioneers. Igo Etrich studied
the Javan cucumber (Alsomitra macrocarpa) because it is an inherently
stable glider [3] with one of the lowest terminal velocities (0.4 m s−1).
Unlike seeds from pioneer trees such as maples [4], Javan cucumber
does not rely on wind, gusts and updrafts to cover distances up to
hundreds of meters. It outperforms autorotating seeds like the maple
seed [4] and equals pappose seeds like the dandelion [2]. This amazing
flight is not only due to the flight mechanics but also to the aerody-
namics provided by the shape. Our research aims to uncover the flow
structures around the Javan cucumber. Here, we describe the morphol-
ogy of real seeds and the airfoil with 3 D scans and image processing.

We argue that the flight mechanics of Javan cucumber cannot be
understood using a two-dimensional wing. In fact, a rectangular flat
plate with the same aspect ratio and wing span of Javan cucumber
provides the correct forces (lift and drag) but, differently from the
real seed, it is unstable in pitching (dCM/dα > 0). Conversely, a flat
plate with a planar geometry resembling Javan cucumber is stable in
pitching when it flies at an angle of attack of 12◦, but it provides a lift
coefficient CL = 0.85 [5] that is more than double CL = 0.34 of real
seeds [1]. Finally, if the angle of attack was lowered to 5◦, it would
provide the correct lift force but it would be again unstable in pitching.
More research is ongoing to demonstrate that the correct forces and
stability can be achieved with a three-dimensional wing. This work
aims to inspire the design of more efficient drones, as in the past the
flight mechanics of Javan cucumber has inspired the design of aircrafts.
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1.59 Self-propelled droplet transport on liquid surfaces

G. Launay1, M. S. Sadullah2, G. McHale1,
R. Ledesma-Aguilar1, H. Kusumaatmaja2 & G. G. Wells1

1Northumbria University, Newcastle-upon-Tyne
2Durham University

The ability to direct droplets on flat surfaces has many practical
applications in microfluidics, bio-assay and analytical chemistry. To
do this easily, and over long distances, it is necessary to combine a
driving force and a highly mobile droplet. Here, we show that efficient
droplet propulsion can be achieved using a dual length scale rough-
ness to create slippery surfaces with a gradient of wettability. The
micro-structured gradient in the roughness provides a directional force
propelling the droplet via an imbalance in the contact angle [1]. The
high droplet mobility is provided by a “liquid surface” created using
a nanoscale roughness imbibed with oil [2] which prevents contact be-
tween the droplet and the solid. The resulting surfaces can propel
droplets by several times their diameter, as well as against gravity
(Figure 6). Furthermore, the strong vertical adhesion of these sur-
faces, allows impacting droplets to be captured prior to motion (Figure
1b), even when the substrate in completely inverted and the impacting
droplets become hanging droplet.

Figure 6: Droplet self-propulsion on shaped liquid surfaces. (a) Droplet
moving by several times its size on a flat surface. (b) Droplet self-propulsion
on a tilted surface. Because of the strong vertical adhesion, the droplet is
successfully captured (no rebound).

Acknowledgements: This work was supported by the Engineer-
ing and Physical Sciences Research Council [grant number EP/P026613/1].
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1.60 High-Order Relativistic Hydrodynamic Simulations using
Rotated-Hybrid Riemann Solvers of the Kelvin–Helmholtz Instability

and High Mach Number Flows

Jamie Townsend†, László Könözsy & Karl W. Jenkins

Cranfield University

Two-dimensional relativistic hydrodynamic (RHD) simulations are
performed using a newly developed Godunov-type finite volume solver,
eCOS, to scrutinise current state-of-the-art intercell flux methodolo-
gies. A variety of popular Riemann solvers such as the: Rusanov,
HLL, Roe and HLLC are used as well as innovative solutions that
adopt rotated-hybrid Riemann solver technology. The rotated-hybrid
class of Riemann solvers that arise from the amalgamation of the Roe
and Rusanov/HLL solvers have shown great promise yet their applica-
tion to RHD problems has not yet been tested. By applying a fewer-
wave Riemann solver normal to shocks the Carbuncle problem can be
avoided and by capitalising on a full-wave Roe solver orthogonal to
shocks numerical dissipation is reduced. The robustness and ability to
accurately resolve shear layers demonstrated by this solver make it an
attractive candidate for RHD simulations. By performing numerical
simulations at high Mach numbers and Lorentz factors a direct compar-
ison between this technology and previously well-poised solutions can
be understood. Furthermore, the two-dimensional Kelvin–Helmholtz
instability is studied wherein the influence of Riemann solver choice can
be quantified by means of growth-rate calculations and by reporting
the energy power spectrum to gain insight into the manifest numerical
dissipation. In all simulations a high-order spatial reconstruction tech-
nique is used that relies on the WENO concept in conjunction with a
third-order TVD Runge–Kutta method for time integration.
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1.61 The effect of heat transfer on boundary layer kinetic energy
dissipation

Lachlan Jardine†1, Andrew Wheeler1, Rob Miller1 &
Budimir Rosic2

1University of Cambridge
2University of Oxford

For many engineering applications, their overall performance is in-
fluenced by the smallest scales of fluid motion. These dissipative flow
structures are predominantly found in regions of high shear, such as
boundary layers close to the surface. When heat is transferred through
this surface, the boundary layer experiences large temperature gradi-
ents. How the near-wall temperature gradient and viscous dissipation
are coupled remains unclear.

In this research, the effect of heat transfer on the dissipation of
kinetic energy in a boundary layer is investigated. Both laminar and
turbulent flows are examined using an isothermal, zero pressure gra-
dient flat plate. For laminar flow, a compressible Blasius solution is
formulated and compared with finite difference calculations. For tur-
bulent flow, a semi-local scaling approach is taken and compared to
DNS simulations. The simulations were conducted with freestream
turbulence intensity of 5%. Transition is not studied in this investiga-
tion.

It is found that the leading-order effect of heat transfer, for both
laminar and turbulent flow, is to rescale the boundary layer. By al-
tering the thermofluid properties, heat transfer changes the history
of the boundary layer and consequently the appropriate local non-
dimensional reference scale. This study shows how the Reynolds num-
ber can be adapted to capture the effect of heat transfer.

This new understanding has been used to improve models for use
in industrial design. An example of the magnitude of this effect is
demonstrated on a cooled high-pressure turbine blade. This knowledge
allows a designer to assess the effect of heat transfer on the overall
performance.
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1.62 Spontaneous Synchronization of Beating Cilia: An Experimental
Proof Using Vision-Based Control

Mohamed Elshalakani† & Christoph H. Brücker

Department of Mechanical Engineering and Aeronautics, City
University of London

Natural swimmers at low Reynolds number regimes make use of an
emergence phenomenon known as hydrodynamic self-synchronization.
the swimmer motors happen to oscillate in a specific non-symmetric
manner and thus inducing a net swimming force to act on the swimmer
body. This article investigates the formation of spontaneous coordi-
nation in a row of flexible 2D flaps (artificial cilia) in a chamber filled
with a high viscous liquid (Re = 0.12). Each flap is driven individu-
ally to oscillate by a rotary motor with the root of the flap attached
to its spindle axle. A computer-vision control loop tracks the flap tips
online and toggles the axle rotation direction when the tips reach a
pre-defined maximum excursion. This is a vision-controlled implemen-
tation of the so-called “geometric clutch” hypothesis. When running
the control loop with the flaps in an inviscid reference situation (air),
they remain in their individual phases for a long term. Then, the flaps
are inserted in the chamber filled with a highly viscous liquid, and the
same control loop is started. In this case, the flexible flaps undergo
bending due to hydrodynamic coupling and come, after a maximum
of 15 beats, into a synchronous metachronal coordination. The study
proves in a macroscopic lab experiment that viscous coupling is suf-
ficient to achieve spontaneous synchronization, even for a symmetric
cilia shape and beat pattern.
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1.63 A Lattice-Boltzmann Model of Electrocapillarity

Élfego Ruiz-Gutiérrez, Glen McHale & Rodrigo
Ledesma-Aguilar

Northumbria University, Newcastle upon Tyne

Dielectrophoresis and electrowetting have become widely used tech-
niques for controlling and manipulating small amounts of liquids. Ap-
plications of dielectrophoresis include the transport, and separation of
liquids and other particles of different electric permittivity. Examples
of electrowetting applications are electronic paper displays, adjustable
lenses, and lab-on-a-chip devices. [1,2] In both cases, the underlying
phenomena can be encompassed under electrocapillarity, the interac-
tion of electric fields with multiphase systems where the effects of sur-
face tension are comparable with electrostatic forces. Usually, one of
the phases is a conducting liquid surrounded by an ambient dielectric
or two liquids of different electric permittivities.

Fundamental aspects in electrocapillarity are still open for investi-
gation; this mainly concerns the dynamical aspects, for example, the
motion of contact lines and the shape that the liquid interface acquire
in the presence of electric stresses. [2,3] This is important since most
of the applications rely a precise control of the liquids and by placing
electrodes in clever arrays. Simulations on electrocapillarity are timely
as they may provide insights to address these aspects.

Figure 7: Example of simulations of droplet spreading by dielectrophoretic
forces (top) and by electrowetting (bottom).

In this contribution, we propose a simple lattice-Boltzmann method
that is capable of simulating electrocapillarity. We use a binary fluid
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model that includes capillary phenomena and extend the algorithm to
include the forces produced by electric fields. The electric field and
the charges are derived from a potential function, which we obtain by
a relaxation method. [4] We first validate our method by comparison
against the experimental observations. Then, we examine the mor-
phology of droplets under dielectrophoretic stresses.

Acknowledgements: The authors acknowledge support from EP-
SRC Grants Nos. EP/P024408/1 and EP/R036837/1,487 and from
EPSRC’s UK Consortium on Mesoscale Engineering Sciences (Grant
No. EP/R029598/1).

References:

1. B.J. Kirby. Micro-and nanoscale fluid mechanics: transport in
microfluidic devices. Cambridge university press, 2010.

2. Frieder Mugele. Fundamental challenges in electrowetting: from
equilibrium shapes to contact angle saturation and drop dynam-
ics. Soft Matter, 5(18):3377–3384, 2009.

3. A.M.J. Edwards, R. Ledesma-Aguilar, M.I. Newton, C.V. Brown,
and G. McHale. Not spreading in reverse: The dewetting of a
liquid film into a single drop. Science Advances, 2(9):e1600183,
2016.
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1.64 The role of protein concentration on the rheology of synovial fluid
when modelling elastohydrodynamic lubrication of joint prostheses

L. Nissim†, H. Butt, L. Gao, C. Myant & R. Hewson

Imperial College London

Joint replacements have been performed since the 1960s, the most
common being hip and knee implants. Data collected from 2014 shows
that, across the EU, on average 319 hip and knee replacements are car-
ried out per 100 000 people. This equates to over 1.6 million surgeries
annually. A number of factors including ageing populations, increasing
life expectancy and improving joint designs mean that the number of
replacement and revision procedures is only set to continue rising.

The difficulty in modelling synovial joints stems from complex ge-
ometry and the multi-component nature of the fluid. Proteins in the
synovial fluid induce complex rheological behaviour [1][2], which is ge-
ometry specific due to the length scale of the protein which is of the
same order as the fluid film thickness. It can be seen in the experi-
mental work of Myant, Cann et al. [3][4] that protein matter collects
at the inlet of the lubricated contact area and this aggregation leads
to greatly increased film thickness as compared to those predicted by
modelling the elasto-hydrodynamic lubrication (EHL) regime with the
bulk synovial fluid properties.

In this work a ball on plate geometry is computationally modelled
by coupling finite-difference derived EHL solutions with the transport
of protein matter using a modified advection-diffusion equation to sim-
ulate aggregation and identify protein concentration changes. The lo-
cal viscosity of the lubricating synovial fluid was updated to achieve
transient simulations that capture the nature of Protein Aggregation
Lubrication (PAL) and obtain film thickness predictions. Response
surface based inverse methods were used to match the constants in the
constitutive equations, giving agreement with observed phenomenon
and providing general models for synovial fluid in constrained geome-
tries.
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1.65 Experimental study of atmospheric stratification and urban flow
and dispersion

Davide Marucci & Matteo Carpentieri

Department of Mechanical Engineering Sciences, University of Surrey

Poor urban air quality and the risk of spreading hazardous sub-
stances following industrial incidents or terrorist attacks in cities are
an increasing problem. Predicting gas and particle dispersion can as-
sist in preventing health hazards and planning emergency procedures.
One of the main problems that affects models used for this purpose
is the way they treat atmospheric stratification, very often present in
environmental flows. The StratEnFlo project aimed to fill this gap.

Artificially thickened stable and unstable boundary layers were sim-
ulated in the EnFlo wind tunnel over a very rough surface. The effect
of different parameters was investigated (among them, inlet tempera-
ture profile, capping inversion and surface roughness). These bound-
ary layers were then employed as approaching flow for idealised urban
models.

Experiments were then conducted on an array of rectangular blocks,
where a pollutant tracer was also released from a point source at ground
level. Mean and fluctuating velocities, temperatures and concentra-
tions were sampled, together with heat and pollutant fluxes. The anal-
ysis of the data revealed that even in case of weak stratification there
are important modifications inside and above the canopy on both the
urban boundary layer and the plume characteristics.

Finally, the combined effects of a stable approaching flow and lo-
cal surface heating were investigated in a bi-dimensional street canyon
geometry. This represented an absolute novelty and the results high-
lighted how both local and incoming stratification can significantly af-
fect the flow and dispersion at a microscale level in a complex way that
depends on the particular case of study. This work helps in gaining new
knowledge on the effects of stratification and encourages further work
on the topic. The experimental database produced during the project
is unique and of high quality. It can assist in developing, improving and
validating numerical models, as well as developing parametrisations for
simpler models.
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1.66 FAST, NEAREST and flagellar regulation

M. T. Gallagher1,2, G. Cupples1,2, J. C. Kirkman-Brown2 &
D. J. Smith1,2

1University of Birmingham
2Centre for Human Reproductive Science, Birmingham Women’s and

Children’s NHS Foundation Trust

Despite major technological advances in imaging and computing
over the past decade, semen analysis in the human is limited to rudi-
mentary methods such as sperm counting and analysis of fixed cells.
There is no reliable and informative method to detect which sperm have
both the motility and integrity to produce a healthy embryo. In an age
where huge amounts of high-resolution data can be readily produced
it is becoming increasingly important to be able to accurately and ef-
ficiently analyse large amounts of data, and to be able to use these
analyses as a marker for clinical outcome. To address this, we have de-
veloped and released FAST (Flagellar Analysis and Sperm Tracking),
a free-to-use package for the high-throughput detection and tracking
of large numbers of beating flagella in experimental microscopy videos.

This new ability to track the detailed flagellar waveform allows for
more than just measurements of motility. Alongside FAST we have
been developing NEAREST (Nearest-neighbours for Easy Application
of Regularised STokeslets), an open source software package enabling
the rapid application of a meshless regularised Stokeslet method to
solve mobility and resistance problems in Stokes flow. Combining
FAST tracked flagellum with the numerical capabilities of NEAREST
allows for detailed investigation into experimentally intractable quanti-
ties such as energy dissipation, disturbance of the surrounding medium
and viscous stresses.

Finally, we will discuss how the analysis of modelling capabilities
provided by these tools can be combined, together with models of the
elastic behaviour of flagella and model-based learning algorithms to
probe the secrets of flagellar regulation in swimming cells.
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1.67 Bifurcation analysis of evaporating droplets on smooth surfaces

Michael Ewetola† & Marc Pradas

The Open University

Droplet evaporation is important in many processes including ink-
jet printing, micro-patterning, coating, and cooling. Recent studies
have shown that a droplet evaporating on smooth surfaces with peri-
odic topographic and chemical variations experiences snap events char-
acterized by a discontinuous change in the apparent and real contact
angles respectively. The underlying properties of the surface Induce
a hierarchy of bifurcations, including pitchfork and saddle-node bifur-
cations. The bifurcation points, which can be predicted theoretically,
correspond to critical volumes at which the droplet may change loca-
tion by shifting laterally. In this study, we examine a droplet evapo-
rating on a surface with combined topographic and chemical variations
and observe that the combined heterogeneities enhance and annihilate
these snap events. Further more, we observe that droplets break up
at critical values of the topographic variation amplitude. In addition,
we make use of a diffuse interface formulation coupled with the Navier
Stokes equation to study the hydrodynamics of the droplet as it evapo-
rates, observing a sequence of events in which the droplet base radius,
contact angle, and mid-point rapidly change, in agreement with the
theoretically predicted bifurcation point.
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1.68 Finite Element Modelling of Microswimmers with Applications in
Reproductive Biology

Cara V. Neal†, David J. Smith, Meurig T. Gallagher &
Thomas D. Montenegro-Johnson

University of Birmingham

The journey of the human sperm to the egg is a complex and ex-
tremely important process. Sperm cells must navigate the intricate
geometry of the fallopian tubes, generating active bending in order to
swim through cervical mucus - a highly viscous, rheologically complex
fluid. With rates of male infertility rising, it is becoming increasingly
important to understand how sperm swim, and what might affect this
process. While the field of microswimmers has gained significant at-
tention in recent years, there are still several drawbacks to many of
the ways in which we model swimmers. For example, methods are of-
ten computationally expensive, and many make the assumption that
the fluid is Newtonian, despite the fact that this assumption has been
shown to be invalid. In this talk, we will discuss a new method in which
we can model both active and passive filaments in non-Newtonian flu-
ids. This method uses a combination of a finite element technique,
chosen due to its ability to handle the non-linear equations associ-
ated with non-Newtonian fluids, and the elastohydrodynamic integral
formulation (EIF), developed by Hall-McNair et al. 2019. The EIF
method is a particularly efficient way of modelling flexible filaments,
accounting for the hydrodynamic interactions between them. The fi-
nite element method is formulated in such a way that the solution
can be calculated on a coarse mesh, for decreased computational costs
compared to more commonly used body-fitted meshes. After outlining
the theory and implementation of these methods, we will conclude by
presenting some results of the application to both passive filaments
and sperm simulation within bounded domains.
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1.69 Applying the Goldilocks Principle to predict coral habitat
engineering

Konstantinos Georgoulas†

University of Edinburgh

The ecosystem services provided by coral reefs are worth over $100
billion annually and include coast line protection, tourism, food and
medical derivatives. However, the health of the constituent corals can
be significantly impacted by climate change. The occurrence and pro-
liferation of reef-forming cold-water corals is reliant upon optimal cur-
rent conditions, where provision of organic material is at a velocity
suitable for prey capture by the coral. The occurrence of a significant
proportion of dead skeletal framework on reefs highlights that when
flow is sub-optimal, prey capture and ingestion rates are likely inade-
quate to facilitate survival.

The reef forming coral Lophelia pertusa has an optimal range of flow
velocities in which they can capture food efficiently. This ‘Goldilocks
Zone’, where the flow is neither too fast nor too slow, will promote coral
growth compared to zones of sub-optimal flow velocity. Disruption of
flow by the corals also creates sub-optimal velocity regions behind it,
contributing to mortality of downstream corals.

A Computational Fluid Dynamics (CFD) model has been created
in order to understand coral growth in ‘optimal conditions’, simu-
lating current and possible future environments. Smoothed Particle
Hydrodynamics (SPH) – a mesh-free Lagrangian method – is being
used as its advantages over traditional grid methods are exploited
in the coral growth model. The model is written in the C++ pro-
gramming language and will be parallelized with the Open Multi-
Processing (OpenMP) application programming interface to allow for
time-effective high resolution simulations.

Our data and models of how corals modify their own flow envi-
ronment, provides an explanation to the cold-water coral paradox of
living in fast velocity environments, but requiring slow velocities for
prey capture.
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1.70 Low-order Prediction and Modelling of Intermittent Flow
Separation and Reattachment in Unsteady 2D Flows

Desanga Fernando & Kiran Ramesh

Aerospace Sciences Division, University of Glasgow

Discrete-vortex numerical methods are a viable alternative to the
traditional grid-based methods, particularly in the context of exter-
nal aerodynamics flows. Recently, a discrete-vortex method has been
successfully applied to high-amplitude, high-frequency unsteady ma-
noeuvres where the aerodynamics is dominated by leading-edge vortex
shedding. Here, the release of vortices from the leading edge is mod-
ulated using a Leading-Edge-Suction-Parameter (LESP) [“Discrete-
vortex method with novel shedding criterion for unsteady aerofoil flows
with intermittent leading-edge vortex shedding”. J. Fluid Mech. 751
pp. 500-538 (2014)]. This motivates the generalisation of this approach
to the external aerodynamics problems with arbitrary flow separa-
tion/reattachment on the surface. However, most of the current ap-
proaches assume some “ad hoc” start and stop criteria for vortex shed-
ding, such as continuous shedding from a given location. The concept
of LESP is also limited to the cases where the shear layer detachment
only occurs at the leading edge without any significant flow separation
over the rest of the aerofoil.

The current study discusses a systematic method that can auto-
matically determine the time and location of flow separation on arbi-
trary unsteady flows by using an integral boundary layer method. The
formation of “Van Domellen singularities” in the boundary layer solu-
tion indicates the onset of unsteady flow separation. A novel viscous-
inviscid coupling method is used to couple the boundary layer solution
with the inviscid outer-flow field, which is calculated from the discrete-
vortex method. Separated shear layers are represented by shedding
discrete-vortex particles from the dynamically determined separation
point. This novel method is physics-based, computationally efficient
and mimics the arbitrarily separated/reattached flow fields over aero-
dynamic bodies.

The current paper will present the initial validations of this com-
putational model for flows past a cylinder under a range of Reynolds
numbers Re = 10,000 – 1000,000, and further results will be elabo-
rated for NACA 0004 and NACA 0012 aerofoils under similar flow
conditions.
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1.71 Is climate change increasing atmospheric turbulence?

Paul D. Williams

Department of Meteorology, University of Reading

Earth’s atmosphere is a fluid that exhibits turbulence on length
scales ranging from the planetary scale of thousands of kilometres to
the Kolmogorov scale of a few millimetres. An important mechanism
for generating atmospheric turbulence is the Kelvin–Helmholtz shear
instability, which occurs mainly in the jet streams. The resulting clear-
air turbulence is invisible and hazardous to flying aircraft. Anthro-
pogenic climate change is modifying the jet streams by strengthening
the vertical wind shear at aircraft cruising altitudes. Such a strength-
ening is expected to increase the prevalence of the shear instabilities
that generate clear-air turbulence.

Here we use numerical simulations of the global atmospheric flow to
analyse how shear-driven turbulence responds to climate change. We
find that the probability distributions for an ensemble of 21 transat-
lantic wintertime clear-air turbulence diagnostics generally gain prob-
ability in their right-hand tails when the atmospheric carbon dioxide
concentration is increased. By converting the diagnostics into eddy
dissipation rates, we find that the ensemble-average airspace volume
containing light turbulence increases by 59% (with an intra-ensemble
range of 43%–68%), moderate by 94% (37%–118%), and severe by
149% (36%–188%). We find similar increases in all seasons worldwide,
with some busy flight routes experiencing several hundred per cent
more turbulence.

Our results suggest that clear-air turbulence will intensify in all
aviation-relevant strength categories as the climate continues to change.
We conclude that aircraft flights will become significantly bumpier in
future. Flight paths may need to become more convoluted to avoid
patches of turbulence that are stronger and more frequent, in which
case journey times will lengthen and fuel consumption and emissions
will increase.
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1.72 Numerical simulations of grid-turbulence, and dissipation
modelling in large-eddy simulations.

Rory Hetherington†

University of Leeds

Increased computing power and developments in turbulence mod-
elling have led to a growing interest in large-eddy simulation (LES) for
various engineering applications, e.g. aerodynamics, noise prediction,
and turbo-machinery. In cases of spatially developing flows, such as
flow past a cylinder, the flow field in the wake is known to be sensitive
to inflow turbulence content. However, although LES solutions are
sensitive to inlet condition, there exists no consensus on an optimal
method for generating turbulent inflow.

No such confusion exists in experimental studies: inflow is passed
through a grid to generate pseudo-homogeneous turbulence, a process
thoroughly documented over the last few decades. However, with the
advent of fractal grids, grid-generated turbulence studies have led to a
reformulation of the classical form of equilibrium dissipation scaling.

In this study, LES subgrid-scale models are assessed for their suit-
ability to describe non-equilibrium turbulence. In particular, draw-
backs of algebraic and one-equation models are highlighted. A model
for subgrid-scale dissipation of non-equilibrium turbulence is proposed,
and tested on two classical flows: grid-turbulence, and flow past a
cylinder. A new fractal grid design is recommended, and shown to
reduce clumping in the vorticity field. Numerical simulations have
been carried out in OpenFOAM, and supplemented with water flume
particle-image velocimetry for validation where possible.
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1.73 Contact line dynamics and hysteresis measurements on socal
surfaces

Hernan Barrio-Zhang†, Élfego Ruiz-Gutiérrez, Gary
G. Wells & Rodrigo Ledesma-Aguilar

Northumbria University, Newcastle Upon Tyne

Solids are not uniform and exhibit roughness at micrometric scales.
The chemical and physical imperfections that cause roughness affect
the interaction between a liquid-gas interface and the solid, namely on
its apparent contact angle and pinning behaviour. This is the reason
why surface topography has become a promising variable for control-
ling wettability, adhesion, mobility and liquid transport [1]. Contact
Angle Hysteresis (CAH) is a measure of the static friction exerted by a
solid surface on a liquid droplet [2]. Slippery Omniphobic Covalently
Attached Liquid (SOCAL) surfaces are a novel way to produce surfaces
with ultra-low CAH through acid-catalyzed graft polycondensation of
dimethyldimethoxysilane [3]. This study focuses on the interaction
of pure water droplets on ultra-smooth SOCAL surfaces. Our results
show that when CAH approaches zero, its measurement becomes chal-
lenging. Hence, we develop a method to measure CAH by analysing
the behaviour of the contact line during the slow relaxation of the
liquid-gas interface on a SOCAL surface. By analysing the asymptotic
behaviour of the contact line, we are able to quantitatively determine
hysteresis.
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1.74 A computational model to predict the onset of secondary flows of
blood in a cone and plate rheometer

Nathaniel Kelly†, Daniel Jelliffe, Harinderjit Gill,
Katharine Fraser & Andrew Cookson

University of Bath

Laminar-turbulent transition in shear thinning blood is an impor-
tant consideration for design of safer cardiovascular devices, due to
the fluid stresses associated with turbulence. Past studies have used a
rheometry to study laminar shear stress on blood cells [1], however the
onset of possible turbulent shear stresses has not been investigated.
Hence, the aim of this study was to create a computational model to
explore the onset of secondary flows as precursor to possible transition
to turbulence within a cone and plate rheometer for Newtonian and
shear-thinning blood rheology.

The Navier-Stokes equations were solved using finite volume solver
OpenFOAM v5. An unstructured mesh containing approximately 300,000
cells was generated for a 45◦ sector of the cone and plate rheome-
ter. A rotating wall velocity BC was applied to the cone surface with
varying angular velocity, to control the rotational Reynolds number
(Eq. 1). Newtonian and shear-thinning models of blood were used
with turbulence modelled using Menter’s k − ω SST RANS model.
Secondary flow was assessed through relative torque calculation (the-
oretical torque/actual torque).

R̃ =
Rωα2

12ν
(1)

A comparison between the relative torque shows that secondary
flow occurs at R̃ = 0.4 for Newtonian blood analogues. This is in
good agreement with experimental measurements and theoretical pre-
dictions [2], where transition to secondary flow occurs at R̃ = 0.5.
Compared to Newtonian, results for shear thinning showed a slight de-
lay in transition to secondary flow which was also seen experimentally
(R̃ = 1.4). For low values of R̃ vorticity plots show minimal secondary
flow structures, however once R̃ was increased beyond R̃ = 1.7, sec-
ondary flow structures are clearly visible particularly at the periphery.
This is in agreement with published experiments [2].

The results demonstrate that a cone and plate rheometer can be
used to study secondary flow as a prelude to possible transition to
turbulence. Further simulations will be performed on higher R̃ values
to observe behaviour at the laminar-turbulent transition.
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1.75 Large eddy simulations of plumes in a stratified room

Carolanne Vouriot†

Imperial College London

20% of all energy consumed in Europe is used to condition build-
ings, through heating or cooling. As people are spending an increasing
amount of time indoors, it is predicted that the consumption of en-
ergy in buildings will rise still further in the upcoming years. This
could be mitigated by switching to low energy options such as natural
ventilation. Unlike mechanical ventilation or air conditioning, natural
ventilation relies only on the flows created by density differences and/or
wind around buildings. A feature of traditional architecture, it is being
reintroduced into modern buildings as an attempt to reduce their en-
vironmental impact and to improve the living and working conditions
of their occupants. With pollutant sources originating both indoors
and outdoors, the ventilation system also needs to ensure that the air
breathed by building occupants is of high enough quality.

Natural ventilation involves complex dynamics including buoyancy
driven flows and stratified environments, which can be numerically
simulated using large eddy simulations. We present a validation of
Fluidity, an open source CFD code, for this application by looking at
a typical case of displacement ventilation. We focus on the simulation
of the flow within of a room containing a point source of heat and fitted
with top and base openings. The results of the numerical simulations
are compared to analytical predictions and experimental data from
the literature. In particular, the plume and stratification created by
the heat source are studied, both of which should be accounted for
during the design of a ventilation system. We believe that the use of
Fluidity in this setting will enable rapid prototyping of new buildings
and promoting clean air quality in building by assessing exposure to
pollutants.
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1.76 Sedimentation of tephra from stratified plumes

Daniel Ward†

University of Leeds

Volcanic ash can be hazardous to public health and the aviation
industry, the 2010 eruption of the Icelandic volcano Eyjafjallajökull,
for example, led to widespread disruption of flights across Europe. It
is therefore important to be able to accurately predict the spread and
deposition of tephra from a volcanic eruption. Volcanic eruptions that
occurred in the past often have no data on parameters such as source
buoyancy flux and plume height, with data on tephra accumulation
often being the only record of eruptions. It is possible, therefore to use
an inversion method to approximate source parameters based solely on
available data.

When a volcano erupts, a buoyant plume is produced, providing
the mechanism for tephra transport and dispersal. In a stratified en-
vironment, a buoyant plume first rises to its neutral buoyancy level,
where it then spreads laterally, forming an umbrella region. Tephra
may settle out of the plume (or be re-entrained) at any point in the
flow, after which it accumulates on the ground. Different sizes of par-
ticles are likely to be distributed accordingly, providing data such as
grain-size distribution and particle mass for use in inverting for source
parameters.

Using the spectral element code Nek5000, direct numerical simu-
lations of a buoyant plume in a stratified environment are conducted
with advection of tephra simulated using Lagrangian particle tracking.
This will develop understanding of the dispersal dynamics of tephra
from a volcanic plume and comparing results to existing models of
particle dispersal facilitates the improvement of these models and aids
in predictions of ash fall from volcanic eruptions, as well as improving
existing inversion methods.
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1.77 Elasticity suppresses fluidisation of yield-stress material under
vibrations

Ashish Garg†, Matthias Heil & Anne Juel

University of Manchester

The rheology of yield-stress fluids has been the subject of extensive
research in recent years. However, the mechanics of fluidisation of such
materials due to external forcing remains poorly understood. Using a
combination of experiments and theory, we investigate the fluidisation
of a sessile drop of yield-stress material on a pre-existing layer of the
same fluid due to vertical sinusoidal oscillations. We find that molten
tempered chocolate and a microgel solution of carbopol exhibit differ-
ent fluidisation behaviours despite having the same yield stress. The
experiments show that the carbopol drop deforms harmonically with
the driving frequency for low values of the driving acceleration unlike
chocolate, which remains rigid. Above a critical value of the accelera-
tion, transient axisymmetric spreading occurs. Chocolate spreads vis-
coplastically whereas the carbopol drop exhibits large-amplitude har-
monic deformation and spreads significantly less. The time scale of
spreading is significantly reduced in carbopol where the drop rapidly
reaches a new stable state of harmonic deformation. To achieve a
similar extent of spreading, carbopol requires 3-4 times more forcing.
Informed by the rheological measurements, we model chocolate and
carbopol as a viscoplastic and an elastoviscoplastic fluid, respectively.
We derive a depth-averaged model for the dynamics of the drop in
the limit of a slender axisymmetric drop and compute solutions using
finite-difference methods. We find that the harmonic deformations of
the carbopol drop are associated with elastic deformations and that
the yield-stress controls the critical acceleration at which spreading is
initiated. The extent of the spread for a given acceleration results from
the interaction between elastic and viscous forces and the yield-stress
alone does not determine fluidisation.
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1.78 Parallel-in-time integration of Dynamo Simulations

Andrew Clarke†

University of Leeds

The precise mechanisms responsible for the natural dynamos in the
Earth and Sun are still not fully understood. Numerical simulations
which couple the flow of a conducting fluid with magnetic effects, using
the equations of magnetohydrodynamics (MHD), are used to investi-
gate the dynamo effect. These simulations are extremely computation-
ally intensive, and are carried out in parameter regimes many orders
of magnitude away from real conditions.

Parallelization in space is a common strategy to speed up simula-
tions on high performance computers, but eventually a scaling limit is
reached due to increasing overheads from communication. Additional
directions of parallelization are desirable to utilise the high number
of processor cores available in current and future massively parallel
high-performance computing systems.

Parallel-in-time methods can deliver speed up in addition to that
offered by spatial partitioning but have not yet been applied to dy-
namo simulations. We investigate the ability of parallel in time meth-
ods to speed up dynamo simulations in two different areas. First, we
have investigated the feasibility of using the parallel-in-time algorithm
Parareal to speed up initial value problem simulations of the kinematic
dynamo – a simplification of the dynamo problem which concentrates
on the magnetic field effects. Secondly, we investigate the ability of
this technique to speed up simulations of Rayleigh Bénard convection,
as convective flows are thought to drive many natural dynamos, such
as the Earth’s core.

The pseudo-spectral python based code Dedalus is used in numeri-
cal simulations. Results for kinematic dynamo studies show that both
the Roberts flow and Galloway-Proctor flow dynamos can benefit from
extra speed up using parallel in space and time methods over paral-
lel in space alone. Results for the Galloway-Proctor flow are promis-
ing, with speed ups of 300 found with 1600 cores. Early results for
Rayleigh-Bénard convection will be presented.
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1.79 Multiphase plumes in a stratified ambient

Nicola Mingotti & Andrew W. Woods

BP Institute, University of Cambridge

We report on experiments of turbulent particle-laden plumes de-
scending through a stratified environment. We show that provided
the characteristic plume speed exceeds the particle fall speed, then the
plume is arrested by the stratification and initially intrudes at the neu-
tral height associated with a single-phase plume of the same buoyancy
flux. If the original fluid phase in the plume has density equal to that
of the ambient fluid at the source, then as the particles sediment from
the intruding fluid, the fluid finds itself buoyant and rises, ultimately
intruding at a height of about 0.58± 0.03 of the original plume height,
consistent with new predictions we present based on classical plume
theory. This is key for predictions of the environmental impact of any
material dissolved in the plume water which may originate from the
particle load. We also show that the particles sediment at their fall
speed through the fluid below the maximum depth of the plume as a
cylindrical column whose area scales as the ratio of the particle flux at
the source to the fall speed and concentration of particles in the plume
at the maximum depth of the plume before it is arrested by the strat-
ification. We demonstrate that there is negligible vertical transport of
fluid in this cylindrical column, but a series of layers of high and low
particle concentration develop in the column with a vertical spacing
which is given by the ratio of the buoyancy of the particle load and
the background buoyancy gradient. Small fluid intrusions develop at
the side of the column associated with these layers, as dense parcels
of particle-laden fluid convect downwards and then outward once the
particles have sedimented from the fluid, with a lateral return flow
drawing in ambient fluid. As a result, the pattern of particle-rich and
particle-poor layers in the column gradually migrates upwards owing
to the convective transport of particles between the particle-rich layers
superposed on the background sedimentation. We consider the im-
plications of the results for mixing by bubble plumes, for submarine
blowouts of oil and gas and for the fate of plumes of waste particles
discharged at the ocean surface during deep-sea mining.
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1.80 Predicting orientation of suspensions of elongated particles in
three-dimensional thin channel flow

G. Cupples1, D. J. Smith1, M. Hicks2 & R. J. Dyson1

1University of Birmingham
2Linear Diagnostics Ltd, Birmingham

Flow linear dichroism is a biophysical spectroscopic technique that
exploits the shear-induced alignment of elongated particles in suspen-
sion. This talk is focussed around the broad aim of optimising the
sensitivity of this technique by improving the alignment of these parti-
cles, with a specific application of a handheld synthetic biotechnology
prototype for waterborne-pathogen detection. I will describe a model
of steady and oscillating pressure-driven channel flow and orientation
dynamics of a suspension of slender microscopic fibres. The model
couples the Fokker-Planck equation for Brownian suspensions with the
narrow channel flow equations, the latter modified to incorporate me-
chanical anisotropy induced by the particles. The linear dichroism
signal is estimated through integrating the perpendicular components
of the distribution function via an appropriate formula that takes the
bi-axial nature of the orientation into account. For the specific appli-
cation of pathogen detection via binding of M13 bacteriophage, I will
explore the impact of the channel depth, width, pressure gradient and
frequency of oscillations on the alignment in the system. I will also
discuss the practical ability for oscillatory flow, compared to steady
flow, for the analysis of smaller sample volumes.
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1.81 DNS of a turbulent rotating jet

Samuel D. Dunstan† & Yongmann M. Chung

University of Warwick

In this study direct numerical simulation (DNS) of the canonical
jet subject to axial rotation is investigated. The recyling method is
imposed so that there is fully developed turbulent pipe flow at the jet
inlet [1]. The Reynolds number used was ReD = 4900.

The spectral element solver, Nek5000 [2], is used. The inflow pipe
domain is 15D in length and consists of 10.6×106 grid points. The jet
domain proper is 0 < x/D < 112.5, r/D < 57.5 and 0 ≤ φ < 2π and
with the number of grid points being 135 × 106. 80% of grid points
are within x/D ≤ 50 and r/D ≤ 7.5, in the main region of interest. A
grid independence test was performed, monitoring fundamental time
averaged flow descriptors such as centreline velocity.

Figure 8: Iso-surfaces of pressure p/ρU2
J = −0.005 for the non-rotating

turbulent jet.

The turbulent jet simulation was performed first without rotation
(Figure 8). The results are consistent with the findings of previous
numerical studies [3, 4], with vortex rings forming initially in the near
field and later, self similarity in the far field. Rotation in the straight
turbulent pipe is applied via two methods, the Coriolis body force and
slip wall rotation. Comparisons are made with previous investigations
into the rotating pipe [5–7]. The log law region is observed to move
upward, while streamwise fluctuations have a lower peak value for a
higher pipe wall rotation rate (Figure 9).

In the initial simulations of the turbulent jet with rotation applied,
faster breakdown occurs and the jet cone is quickly subjected to a
lengthwise contraction and radial and azimuthal redistribution (Fig-
ure 10. These observations are consistent with [8, 9]. The rotating
turbulent jet simulations are on-going and results will be presented in
the next meeting.
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Figure 9: Streamwise velocity, (a) semi-log plot for the straight pipe with
wall axial rotation and (b) fluctuations.

Figure 10: Jet near field at the onset of rotation. Iso-surfaces of pressure
p/ρU2

J at 60 contour levels of range and coloured by streamwise velocity.
Rotational reference Ω = 0.21. (a) at t = 0 and (b) at t = 25.
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1.82 The impact of shark skin denticles on the turbulent flat plate
boundary layer

Charlie Lloyd†1, Jeffrey Peakall1, Alan Burns1, Gareth
Keevil1 & Robert Dorrell2

1University of Leeds
2University of Hull

The skin of sharks, unlike that of most other fishes, is comprised of
small tooth-like structures called dermal denticles. The hydrodynamic
function of shark skin has been of interest for several decades, with
most attention being focussed on the riblet features which are often
present on the denticle crown. In the present study we investigate the
impact of three-dimensional shark skin denticles on a flat plate bound-
ary layer flow. We adopt 2D Laser Doppler Anemometry (LDA) to
measure boundary layer profiles over 3D printed arrays of two types of
shark skin denticle; one based on a smooth Poracanthodes sp. sample,
and the other a ribletted denticle of the same dimensions as the first,
but with parallel riblets protruding from the denticle crown. Bound-
ary layer measurements are taken in a recirculating flume at four flow
rates, corresponding to Reynolds numbers of Reθ ≈ 400− 1200, based
on the momentum thickness. This relates to dimensionless denticle
heights of h+ ≈ 8− 30.

The results show that drag reduction is not achieved for either of
the denticle plates at any of the tested Reynolds numbers. However,
the skin friction coefficient is significantly larger for the smooth den-
ticle compared to the ribletted; the hydraulically smooth regime is
maintained up to a denticle height of h+ ≈ 15 for the ribletted denti-
cle, contrary to the smooth denticle which increases the skin friction
coefficient by over 10% at this h+. The results also show that as the
roughness height increases, the difference in skin friction between the
ribletted and the smooth denticles also increases.

If there are hydrodynamic advantages to complex three-dimensional
shark skin denticles outside the scope of this work, such as the reduc-
tion of boundary layer separation, then our results indicate that riblets
significantly minimise any increase to skin friction that may occur as
a result.
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1.83 Structural and physical determinants of solute transport in
complex microvascular networks

Alexander Erlich1, Philip Pearce2, Gareth Nye3, Paul
Brownbill3, Romina Plitman Mayo4, Oliver Jensen1 & Igor

Chernyavsky1,3

1School of Mathematics, University of Manchester
2Department of Mathematics, MIT

3Maternal and Fetal Health Research Centre, St Mary’s Hospital,
Manchester

4School of Mechanical Engineering, Tel Aviv University

Across mammalian species, solute transport takes place in complex
microvascular networks. However, despite recent advances in three-
dimensional (3D) imaging, there has been poor understanding of ge-
ometric and physical factors that determine solute exchange and link
the structure and function. Here, we use an example of the human
placenta, a vital fetal life-support system, where the primary func-
tional exchange units, terminal villi, contain disordered networks of
fetal capillaries and are surrounded externally by maternal blood. We
show how the irregular internal structure of a terminal villus deter-
mines its exchange capacity for a wide range of solutes. Integrating
3D image-based geometric and diffusive-advective-reactive transport
features into new non-dimensional parameters, we characterise the
structure-function relationship of terminal villi via a simple and ro-
bust algebraic approximation, revealing transitions between flow- and
diffusion-limited transport at vessel and network levels. The devel-
oped theory accommodates for nonlinear blood rheology and tissue
metabolism and offers an efficient method for multi-scale modelling.
Our results show how physical estimates of transport, based on scaling
arguments and carefully defined geometric statistics, provide a useful
tool for understanding solute exchange in placental and other complex
microvascular systems.
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1.84 The Dynamics of Anisotropic Ice in Simple Configurations

Daniel Richards†, Sam Pegler, Sandra Piazolo & Oliver
Harlen

University of Leeds

Understanding the anisotropic flow of ice is likely a key factor for
the reliable prediction of mass loss from the Earth’s ice sheets, po-
tentially to be the largest contributor to future sea-level rise over the
course of the next few centuries. Our ability to project sea-level rise is
limited by our ability to model the flow of ice. A potentially key ingre-
dient is the anisotropy caused by the strain-dependent crystal lattice
alignment of ice grains, which can be shown to cause the viscosity to
vary by a factor of at least 9 in different directions, indicating a dom-
inant control. Even though anisotropy is thus likely to have a large
influence on flow configurations seen in ice sheets, its effects are cur-
rently poorly understood. For example, it is an open question as to
how anisotropy influences the flow of glaciers and ice streams, the flow
of ice around obstacles, at ice stream junctions and across grounding
lines, regions which are key to controlling the large-scale mass balance.

This work compares the current state of the art methods for mod-
elling anisotropy, which combines the modelling of the rheology with
a director field for the crystal orientation. Analogies, both mathe-
matical and physical, are drawn with fibre-suspension flows. Initial
results show that the director-field model can represent the evolution
of the crystal orientation to leading order when comparing behaviour
with experiments of ice under compression and shear (Qi et al. 2019,
Craw et al. 2018). This model is then coupled with various rheological
models of anisotropic ice that have been proposed in the glaciological
literature, yielding an evaluation of the validity of these models.
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1.85 Supersonic wind tunnels: Effects of nozzle geometry

Kshitij Sabnis† & Holger Babinsky

University of Cambridge

Experiments on supersonic flows are typically conducted in wind
tunnels with either a “full” or “half” two-dimensional nozzle geometry,
and these are generally considered to be equivalent. However, we have
recently shown that the pressure distribution within the nozzle sets up
secondary flows within the tunnel’s sidewall boundary-layers. These
transverse velocities are different for the two nozzle configurations.
The secondary flows significantly affect the sidewall boundary-layer
thickness as well as the topology of streamwise vortices which exist
within the corner boundary-layers. The nature of the flow in these
corner regions, and thus the momentum contained within them, is
therefore quite distinct for the two nozzle geometries.

The differences in corner boundary-layer are expected to be par-
ticularly salient in experiments focused on the response of the floor
boundary-layer to an incident oblique shock. Established models in
the literature (Xiang, 2019) show that that the location of corner sep-
aration strongly influences the flowfield elsewhere.

We therefore have an understanding of two key elements in this
problem: first, we have found that the nozzle geometry determines the
corner boundary-layer; secondly, the strong influence of corner sepa-
ration on the overall flowfield is recorded in the literature. In order
to link both findings, it is important to evaluate the influence of the
corner boundary-layer on shock-induced corner separation. An oblique
shock incident on the floor-boundary layer is introduced to both noz-
zle geometries. The difference in separation behaviour between the two
nozzles is explained in the context of the distinct corner flows exhib-
ited. Furthermore, the effects of these differences on floor boundary-
layer separation elsewhere in the flowfield are analysed and compared
with established models.

full nozzle half nozzle
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1.86 On the Lift Augmentation Mechanism of an Asymmetrically
Pitching Foil

Shūji Ōtomo†1, Karen Mulleners2, Kiran Ramesh3 &
Ignazio Maria Viola1

1University of Edinburgh
2École Polytechnique Fédérale de Lausanne

3University of Glasgow

Research on unsteady aerodynamics has significantly grown in re-
cent years due to its relevance to micro-air vehicles, mechanical swim-
mers, and flapping-foil energy harvesters. In these applications, a
leading-edge vortex (LEV) might occur, resulting in a strongly non-
linear relationship between forces and kinematics. We present exper-
imental (force measurement and particle image velocimetry) and the-
oretical (Theodorsen’s theory) studies on unsteady lift generated by a
pitching wing and the corresponding dynamics of the LEV. We experi-
mentally investigate the lift generation mechanism of a pitching NACA
0018 aerofoil section in a water flume at a Reynolds number of 3.2×104.
Time-resolved direct force measurement and two-dimensional particle
image velocimetry (PIV) are performed. We employ smoothed trian-
gular pitching kinematics to have a constant pitch rate for most of the
period of oscillation, minimising the effect of pitching acceleration (i.e.
non-circulatory forces). The reduced frequency is varied from 0.22 to
0.88 and pitching amplitude from 4◦ to 64◦. We examine the effect of
changing the amount of asymmetry in pitching kinematics. We find
that the asymmetric kinematics allows to augment net lift. For the
reduced frequencies kξ ≥ 0.4 (kξ is the reduced frequency based on the
faster part of asymmetric pitching kinematics), the wing experiences
its maximum lift at the beginning of the deceleration phase before
reaching the maximum angle of attack. This occurs for every pitching
amplitude and any asymmetric configuration. These experimental re-
sults and those of Theodorsen’s theory are in qualitative agreement.
The connection between the LEV formation and the lift force is cur-
rently under investigation by computing the LEV circulation.
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1.87 Evaporation-driven transport through soft hydrogels

Merlin A. Etzold, M. Grae Worster, & Paul F. Linden

DAMTP, University of Cambridge

We will present an experimental and theoretical study of water
transport in hydrogel, motivated by transpiration through leaves. A
small region at the base of a saturated hydrogel bead is brought in con-
tact with liquid water. The remainder of the surface is exposed to the
atmosphere in a continuously purged relative humidity chamber. The
bead shrinks until a steady state is reached in which the evaporated
water is replenished through the bead from the reservoir that supplies
its base. The steady-state bead size is highly sensitive to changes in
bottom pressure or atmospheric conditions surrounding the bead.

We explain these results with a one-dimensional model. The hy-
drogel swells until equilibrium is reached between the internal swelling
pressure and the elastic forces of the polymer chains that contribute
to the distributed osmotic pressure in the bead. Water transport in
steady state is maintained by a gradient in osmotic pressure, which
is caused by a gradient in polymer fraction. Changes in the evapora-
tion rate lead to an adjustment of the pressure gradient, which causes
the polymer concentration gradient to change. If the bottom pressure
is changed, the partial shrinkage of the hydrogel leads to a decreased
permeability and therefore to an adjustment of the pressure gradient
as well.

Apart from the biological importance, similar transport processes
are relevant for a plethora of technical applications employing hydro-
gels, such as soft contact lenses, tissue engineering, drug delivery and
hazardous material handling.
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1.88 Aerodynamic Optimisation of Supersonic Aerofoils Based on Deep
Neural Networks

Aaron Feria-Alanis† & Antonios F. Antoniadis

Cranfield University

The scope of this research is the development, implementation and
analysis of transonic and supersonic aerofoil optimisation by Deep Neu-
ral Networks (DNN) based on inverse design [1].

Deep learning techniques combined with comprehensive and com-
plete database of aerodynamic data can form the pillars of aerodynamic
shape optimisation [2]. The work-flow of the computational framework
is shown in Figure 11; the training process initialises the parameter-
isation of the aerofoils. The parameterisation scheme performs the
necessary dimensional reduction of the features in the database. Sev-
eral airfoil parameterisation algorithms are assessed and evaluated e.g.,
Parsec, CST, iCST. The analysis demonstrated that the Class/Shape
Transformation (CST) parameterisation scheme is the most suitable
for this research. A automated mesh technique is designed and im-
plemented to capture essential fluid dynamics phenomena of the flow
(e.g., shock wave, rarefaction, shock-wave boundary layer interaction)
around the aerofoil. The aerodynamic computations are performed for
320 aerofoils with angles of attack ranging from -10 to 10 and Mach
numbers ranging from 0.8 to 3.0. Spatial discretisation is accomplished
with the Jameson-Schmidt-Turkel (JST) scheme and with convergence
is reach by the backward Euler implicit numerical scheme [3]. The
database is constructed with the CST parameters for all aerofoil and
their respective aerodynamic characteristics from the CFD solver. The
deep neural network is then trained, validated (cross-validation) and
evaluated against the database. An extensive investigation of the ef-
fect from different DNN configurations takes place in this research.
The DNN used in this work is a ten layered feed forward back propa-
gation with Bayesian Regularization neural network for the regression
problem.

Acknowledgements: The authors acknowledge the computing
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and Technology (CONACYT - Mexico).
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Figure 11: The ANN is trained using the data from the CFD simulations
and the parameters from the parameterisation scheme. After the training
process the ANN is used to predict the shape parameters for desired tran-
sonic/supersonic aerodynamic characteristics.
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1.89 Adjoint-based optimal control of an inkjet waveform

Petr Kungurtsev† & Matthew P. Juniper

Department of Engineering, University of Cambridge

A drop-on-demand inkjet printhead contains narrow microchannels,
each with a piezoelectric actuator and a small orifice. The actuator is
an active control element: when an electric current is applied to it,
the actuator deforms and creates acoustic waves which in turn push
a droplet out of the orifice. After each pulse, acoustic reverberations
remain in the channel until they decay or propagate out of the channel.
Also, the orifice meniscus remains deformed and oscillates until the
surface energy is transferred to the fluid. If the next pulse is applied
before the reverberations have sufficiently died away, or the meniscus
is still deformed, the next droplet can differ from previous droplets,
reducing print quality.

The total energy of the system consists of the acoustic oscillations
energy and the surface energy. We model the flow using thermoviscous
acoustic equations, and derive a reduced order model for the meniscus
dynamics. We apply the adjoint method to derive the sensitivity of the
total energy with respect to the actuation pulse shape, or the waveform,
and use gradient-based algorithms to damp the residual acoustic waves
and minimize the meniscus deformation by the time the next droplet
is demanded. We propose a method for optimal control of the acoustic
flow coupled with a free surface, and demonstrate how to decrease the
residual energy by several times.
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1.90 On the formation of hydraulic jump for low- and high-viscosity
liquids

Roger E. Khayat & Yunpeng Wang

Department of Mechanical and Materials Engineering,
University of Western Ontario

The free-surface flow formed by a circular jet impinging on a sta-
tionary disk is analysed theoretically to predict the location and height
of the jump. For a high-viscosity liquid, the formulation reduces to a
problem, involving only one parameter: α = Re1/3Fr2, where Re and
Fr are the Reynolds and Froude numbers based on the flow rate and
the jet radius. We show that the jump location coincides with the sin-
gularity in the thin-film equation when gravity is included, suggesting
that the jump location can be determined without the knowledge of
downstream flow conditions such as the jump height, the radius of the
disk, which corroborates earlier observations in the case of type I cir-
cular hydraulic jumps. Consequently, there is no need for a boundary
condition downstream to determine the jump radius. Our predictions
confirm the constancy of the Froude number FrJ based on the jump
radius and height as suggested by the measurements of Duchesne et
al. (2014). For low- and high-viscosity liquids, the height of the jump
is sought subject to the thickness value at the disk edge, based on the
capillary length and minimum flow energy. The edge thickness is found
to be negligible for high-viscosity liquids (Wang & Khayat 2018, 2019).
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1.91 Vesicle transport and cytoplasmic streaming in the pollen tube

R. J. Dyson1, J. Tyrrell1, Y. Chebli2, D. J. Smith1 &
A. Geitmann2

1School of Mathematics, University of Birmingham
2Department of Plant Science, McGill University

The rapid elongation of the pollen tube in seed plants cannot occur
without the transport of sufficient cell wall and membrane material to
the growing apex. The movement of this material, delivered via ex-
ocytic secretory vesicles, can be categorised under two regimes: ‘long
distance’ movement in the shank (via active transport along actin fil-
aments), and ‘short distance’ movement in the apex (where vesicles
diffuse and advect freely). Many current models of vesicle transport
focus on diffusion in the apical region alone, neglecting advective effects
as well as the resulting distribution profile in the pollen tube shank.
Using the method of regularised Stokeslets with an adjustment made
for axisymmetry, we produce a complete advective velocity profile for
cytosolic flow in the tube based on the drag induced by the active
transport of vesicles along actin. We use this to calculate exocytic and
endocytic vesicle motion in the tube, incorporating vesicle uptake and
deposition at the wall, and generating insight into pollen tube growth
dynamics.
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1.92 Computational Aerodynamic Solutions of Hovering Rotors by
High-Order Schemes on Unstructured Grids

Paulo A. S. F. Silva†, Francesco Ricci, Panagiotis
Tsoutsanis, Karl W. Jenkins & Antonios F. Antoniadis

Cranfield University

This paper concerns the development, implementation and assess-
ment of high-order finite volume schemes for hovering rotors. The high-
order numerical schemes are implemented on rotating reference frame
and for the mixed-element unstructured grid framework. The Reynolds
averaged Navier-Stokes equations are approximated with up to fourth-
order accurate spatial schemes, the Spalart Allmaras model [1] in the
implementation described by Antoniadis et al. [2]. Two classes of spa-
tial discretisation schemes are implemented and evaluated, the Mono-
tonic Upwind Scheme for Conservation laws (MUSCL) and Weighted
Non-Oscillatory (WENO). Convergence is accelerated with the Lower-
Upper Symmetric Gauss-Seidel (LU-SGS) [3] implicit backward Euler
time integration. A single reference frame approach is adopted where
the governing equations are formulated based on absolute velocities,
the HLLC Riemann solver [4] is modified as well as the implicit solver
to account for the rotational nature of the simulated problems. We
evaluate our implementation on well established rotor configurations:
Caradonna and Tung [5], UH-60a [6] and PSP [7]; and compare with
experimental measurements. Our findings indicates that the fourth-
order MUSCL and WENO are promising in capturing and preserving
the vortex trajectory, as show Fig. 12. We carry out a grid sensitivity
analysis were evaluated the Figure of Merit for the PSP and UH-60a
case, as see in Fig. 13 Both schemes predict the blade tip vortex inter-
action, contraction, convection and strength of the vortices up three
full revolutions. In the presence of shocks, both high-order schemes
accurately predict the shock position and strength.
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Figure 12: Vorticity magnitude contours for a longitudinal section of
Caradonna and Tung rotor [5].
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Figure 13: Computed Figure of merit at Mtip = 0.63 and pitch angle equal
to 12◦ for UH-60a in all schemes and meshes and experimental data [8, 9,
6, 10].
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1.93 Simulation of turbulent flows with Nek5000

Daniel Fenton†

School of Engineering, Cardiff University

Nek5000 is a high-order spectral element code developed for the
numerical simulation of a vast array of fluid dynamic systems, with
applications in fields such as turbulence and combustion for highly ac-
curate direct numerical simulation (DNS). Whilst more computation-
ally expensive, DNS of a turbulent flow possesses the benefit over the
alternative large eddy simulation (LES) of not requiring modelling on
the smallest length scales, in so far as DNS produces explicit solutions
to the Navier-Stokes and continuity equations. In fact, the small-scale
effects can play a significant role in the evolution of certain systems, for
example the near-wall flow of a turbulent channel, and consequently
DNS leads to a more accurate statistical study of the flow properties.
The objective of this work is to assess the use of Nek5000 in terms of
its applicability to the study of turbulence in relatively high Reynolds
number incompressible Newtonian flows, by means of comparison to
well established benchmark results obtained by other studies. The
performance of the code in more complex turbulent flows will also be
assessed.
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1.94 Drag reduction by anisotropic permeable substrates – analysis and
DNS

Garazi Gómez-de-Segura† & Ricardo Garćıa-Mayoral

Department of Engineering, University of Cambridge

We explore the ability of anisotropic permeable substrates to re-
duce turbulent skin-friction drag, studying the influence that these
substrates have on the overlying turbulence. For this, we perform
DNSs of channel flows bounded by streamwise-preferential permeable
substrates, where the flow within the permeable substrate is modelled
using Brinkman’s equation. The results confirm theoretical predic-
tions, and the resulting drag curves are similar to those of riblets. For
small permeabilities, the curves exhibit a linear regime [1,2], where
drag reduction is proportional to the difference between the stream-
wise and spanwise permeabilities. This linear regime breaks down for
a critical value of the wall-normal permeability [3], beyond which the
performance begins to degrade. We observe that the degradation is as-
sociated with the appearance of spanwise-coherent structures, as shown
in Fig. 14, and which is attributed to a Kelvin-Helmholtz-like instabil-
ity of the mean flow. This feature is common to a variety of obstructed
flows, and linear stability analysis can be used to predict it. For large
permeabilities, these structures become prevalent in the flow, outweigh-
ing the drag-reducing effect of slip and eventually leading to an increase
of drag. These results and the models subsequently developed provide
design guidelines to produce a drag-reducing permeable substrate. For
the substrate configurations considered, the largest drag reduction ob-
served is ≈ 20 – 25% at a friction Reynolds number Reτ = 180, which
is at least twice that obtained for the riblets studied by Bechert et
al [4].

Figure 14: Instantaneous realisations of the streamwise velocity at y+ ≈ 2.5
for (a) a substrate in the linear drag-reducing regime, with permeabilities
K+
x = 3 and K+

y = K+
z = 0.023; and (b) in the drag-increasing regime, with

K+
x = 117 and K+

y = K+
z = 0.9.

(a) (b)
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1.95 Particle-laden gravity currents

Martin C. Lippert† & Andrew W. Woods

BP Institute, University of Cambridge

We explore the dynamics of sedimenting gravity currents produced
when issuing a mixture of particles and fresh water into a flume tank
filled with fresh water. The negative buoyancy of the gravity currents is
provided by monodispersed Silicon-Carbide particles. We present novel
experiments in which we use light-attenuation techniques to visualise
the shape of these currents.

The particles have diameters between 10 and 100 micrometres and
the Reynolds number of the gravity currents are in the range from 500
to 1500. The experiments show that the height of the gravity current
reduces with distance from the source. Using dye, we visualise a con-
tinuous emergence of source liquid from the top of the gravity current
along the entire length of the current, indicating that the current does
not remain well-mixed.

Our experiments are complemented by a simple theoretical model
based on the conservation of volume and momentum fluxes, taking
into account the separation of the liquid and the particles. The model
quantifies the sedimentation of particles as well as the velocity, height
and run-out length of the gravity currents. The model assumes a con-
stant settling velocity of the particles, corresponding to their Stokes’
velocity.

We find that our experimental measurements on the gravity cur-
rents are in good accord with the model predictions in the investigated
range.

127



UK Fluids Conference 2019 1 TALKS

1.96 Sound generation by entropy perturbations passing through
cross-sectional area changes

Dong Yang, Juan Guzmán & Aimee S. Morgans

Department of Mechanical Engineering, Imperial College London

Entropy perturbations are also known as temperature variations or
“hot spots”. Physically, they can be generated by any unsteady heat
release, unsteady heat transfer and viscous effect. These entropy fluc-
tuations remain silent when advected by a non-accelerated mean flow
but generate additional sound when accelerated. In many laboratory-
scale experiments which study this phenomenon, mean-flow accelera-
tion is achieved by using sudden cross-sectional area changes, such as
a hole. Several analytical models that predict entropy noise in nozzles
exist for a wide range of parameters. These models are often based
on inviscid flow and no separation in the mean flow. However, for the
cases with sudden cross-sectional area changes, the mean flow may sep-
arate, especially at a sudden expansion. This makes previous models
inadequate in predicting the associated sound generation.

In the present work, we develop an analytical model based on the
Green’s function method which can identify the detailed sound source
in the cases with mean flow separation. Sound generations by en-
tropy perturbations passing through both a sudden flow contraction
and expansion are studied. Numerical simulations which introduce
low-amplitude entropy fluctuations upstream of the cross-sectional area
changes are also performed to validate the model.
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1.97 Shape sensitivity analysis of thermoacoustic instability in an
annular combustor using an adjoint Helmholtz solver

Stefano Falco†

Department of Engineering, University of Cambridge

Thermoacoustic oscillations, due to the interaction between un-
steady heat release and sound waves, are a serious threat to gas tur-
bines and rocket engines. These instabilities often appear in the late
stages of the design process, the main reason being that they are ex-
tremely sensitive to small changes in the parameters of the system.
Tools for finding cheaply and accurately the most stabilizing design
changes are therefore needed.

In this study, a finite element solver for computing the thermoa-
coustic modes and their sensitivities is presented. The relevant equa-
tion is an inhomogeneous Helmholtz equation with distributed heat
release and acoustic impedance boundary conditions. It is a nonlinear
eigenvalue problem for the angular frequency that is solved using a
fixed-point iteration. The solver is written using the open-source com-
puting platform FEniCS and consists of both a direct and an adjoint
solver.

The first-order shape derivative in Hadamard form for the eigenval-
ues is derived considering the eigenvalues as objective in a constrained
shape optimization problem.

A two-dimensional model of the annular chamber present at Cam-
bridge University Engineering Department is then studied. The com-
bustor has an unstable longitudinal mode. The thermoacoustic modes
of the annular combustor are computed and the influence of small ge-
ometry modification is assessed using the direct-adjoint solver.
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1.98 High density ratio lattice Boltzmann simulations [Retracted]
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1.99 On dispersion in heterogeneous porous rocks

Neeraja Bhamidipati† & Andrew W. Woods

BP Institute, University of Cambridge

We study the dispersion of tracer by a pressure-driven flow through
a porous rock of finite thickness which is bounded above and below by
impermeable seal rock. We assume that the heterogeneity of the rock is
due to an assemblage of high permeability lenses within the formation.
We further assume that the lenses are at randomly assigned vertical
locations and that they are sufficiently far apart horizontally so that
the flow field associated with individual lenses is independent of other
lenses in the formation. We define a dilution coefficient αcr = l/Lcr
where l is the length of each lens and Lcr is the distance between
successive lenses. When the distance between the lenses is L ≥ Lcr
(α = l/L ≤ αcr) the lenses are in the dilute limit where their flow
fields are sufficiently decorrelated. For each lens, if a passive tracer is
released into the flow through this formation, the permeability contrast
between the lens and the formation causes a finite longitudinal shearing
of the tracer. If the tracer passes through a series of such lenses, the
net distortion of the tracer is given by the net effect of the distortions
associated with each lens. Since these are positioned randomly across
the channel, the streamlines in the centre of the channel tend to be
influenced more than the streamlines at the edge of the channel, and
this leads to an effective shear of the flow when averaged over many
lenses. However, owing to the random position of the lenses, there
is a variability of the actual displacement of the tracer relative to this
mean, and when averaged over many lenses this appears as an effective
dispersivity. We compare the results of the numerical calculations for
the flow through a series of lenses, in which each lens is located at
different vertical positions within the aquifer, with a continuous model
given by the advection-dispersion equation for the transport of the
tracer at each height in the formation, using the mean speed and mean
dispersivity at that height. Our calculations show that once the flow
has passed through 4-5 lenses, there is good agreement of the numerical
calculations and the continuous model. This illustrates that initially
the spreading of the tracer is controlled by the dispersivity, leading to
the tracer spreading at a rate proportional to t1/2, but that later the
spreading is controlled by the shear at a rate proportional to t. We
find that the transition between these two regimes occurs at a time
τ = 2D̄/∆U2 where D̄ is the mean longitudinal dispersivity and ∆U
is the shear strength.
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1.100 Internal gravity waves, shear, and mixing in forced stratified
turbulence

Christopher J. Howland†, John R. Taylor &
Colm-cille P. Caulfield

DAMTP, University of Cambridge

Wind and tides are two primary drivers of the ocean circulation.
Some of the energy input is dissipated through small-scale turbulence
in boundary layers near the top and bottom of the ocean, but a large
fraction of the energy input is converted to internal gravity waves.
Energy is thought to cascade from large scales to small scales through
wave-wave interactions, down to a scale of approximately 10m. At yet
smaller scales, stronger wave-wave interactions, shear instabilities and
wave breaking lead to turbulent mixing, albeit through turbulence that
is strongly affected by stratification.

This irreversible mixing is vital for maintaining the density profile
of the deep ocean, and it also controls the level of biological activity in
the upper ocean. In the pycnocline, where energy is typically supplied
through internal waves, it is not clear whether shear-driven mixing or
more efficient convective mixing is more prevalent.

To determine the importance of internal waves for modifying the
nature of mixing in stratified turbulence, we perform direct numerical
simulations of a Boussinesq fluid subjected to background shear and
different types of large-scale forcing. We compare the results of sim-
ulations forced by purely horizontal motions against those forced by
internal gravity waves. We therefore identify how key quantities such
as mixing efficiency and vertical diffusivity vary with the type of forc-
ing, and isolate the mechanisms responsible for the differences. We also
investigate how well existing parametrisations of mixing capture the
behaviours of the flows and how much information observational-style
sampling can capture in each type of flow.
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1.101 A unified approach to the study of turbulence over smooth and
drag-reducing surfaces

Joseph I. Ibrahim† & Ricardo Garćıa-Mayoral

Department of Engineering, University of Cambridge

Some complex surfaces, such as riblets, anisotropic permeable coat-
ings and superhydrophobic surfaces, can reduce turbulent skin-friction
drag through the use of small-scale texture. Essentially, they achieve
this by impeding the streamwise flow less than the spanwise and wall-
normal fluctuations. As a result, the quasi-streamwise vortices associ-
ated with the near-wall cycle of turbulence are ‘pushed’ away from the
surface with respect to the mean flow. Provided that surface manipu-
lations are small, the flow will perceive the texture in a homogenised
fashion, whereby the different velocity components, on average, expe-
rience different ‘virtual origins’ with respect to some reference plane.
The change in drag is then observed as a positive outward shift of the
mean velocity profile.

Virtual origins for the streamwise and spanwise velocities have
typically been imposed using Robin boundary conditions that intro-
duce a slip-length coefficient. These take the form u = `x∂u/∂y and
w = `z∂w/∂y, respectively. We extend this framework to applying a
virtual origin for the wall-normal velocity as well, where v = `y∂v/∂y,
and conduct direct numerical simulations with different ‘slip lengths’
for the different velocities. We show that these boundary conditions
affect the flow by setting the virtual origins for the mean flow and the
turbulent fluctuations, embodied principally in the quasi-streamwise
vortices of the near-wall cycle. The virtual origin for the mean flow is
set by the streamwise slip length, `x, while that for the turbulence is
set by `y and `z. We characterise these origins in terms of `x, `y and
`z, and we show that, other than by the shift in origin, the turbulence
in the flow remains essentially smooth-wall-like.
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1.102 On analytical solutions for the mean wind profile in an urban
canopy

Omduth Coceal

NCAS, University of Reading

There is continuing interest in simple models for the mean wind
profile within urban canopies. Analytical models such as the expo-
nential velocity profile have proved popular as a first approximation.
However, the existence of analytical solutions usually depends on as-
sumptions whose physical validity is not always justified in the pa-
rameter regimes in which they are applied. We here instead propose
a method for obtaining approximate analytical solutions that conform
to more physically realistic urban canopy models, and illustrate it with
one-parameter and two-parameter models. The inherent flexibility of
the approach allows its application in other contexts.
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1.103 The effect of rotor wakes on compressor flow field within the
multistage machines

Pawel J. Przytarski† & Andrew P. S. Wheeler

Department of Engineering, University of Cambridge

Flows within the multi-stage compressors feature complex interac-
tions between stationary and rotating blades coupled with high free-
stream turbulence effects. These flowfields are difficult to study ex-
perimentally while standard modelling techniques are unfit to reliably
capture the physics of the flow. In the present work we focus on the
role of periodic forcing from rotor wakes on compressor flowfield.

We employ high fidelity simulations of two compressor blade ge-
ometries and use new numerical method that allows us to mimic the
multi-stage environment. To do that we sample the velocity field be-
hind the blade and feed it through the inlet. By continuously recycling
the flowfield we reach a type of ‘repeating stage’ simulation that is
free of any assumptions regarding inflow turbulence, such as intensity,
lengthscales or spectrum.

We use those results to address the question of the true nature of
turbulence in a multi-stage environment as well as show how periodic
and turbulent unsteadiness affects boundary layer transition mecha-
nisms. We then show how rotor wake interactions are crucial for en-
tropy generation within the passage and that this is a consequence of
a feedback mechanism that leads to elevated turbulence production.
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1.104 Detour induced by the piston effect in double-diffusive
convection of near-critical fluids

Zhan-Chao Hu† & Xin-Rong Zhang

Department of Energy and Resources Engineering,
Peking University, Beijing

The nonlinear oscillatory double-diffusive convection in a thermo-
dynamically near critical binary fluid layer is investigated. The setup
of the problem can be interpreted as the Rayleigh-Bénard convection
subjected to a stabilizing concentration gradient. The bifurcation of
the system is first studied. Two subcritical bifurcation branches are
depicted, which, together with the trivial branch of pure diffusion,
are connected by two hysteresis loops. To understand the role of the
piston effect, the Boussinesq counterpart of the near-critical system
is considered and compared. Results show the onset of convection is
significantly altered by the piston effect. For the Boussinesq system,
the lower boundary layer becomes unstable, brings on finite amplitude
perturbations and leads to the final state. However, the near-critical
system features a two-stage evolution. In the first stage, the lower
boundary layer becomes unstable and then returns to stability. As
soon as the temperature field relaxes into the second stage, a change
of criterion occurs, and the fluid becomes unstable again. The remain-
ing convection motions serve as small perturbations, which amplify
and finally result in finite-amplitude convection. By this means, the
near-critical system becomes insensitive to the existence of the other
equilibrium state in hysteresis loops, and detours relative to the Boussi-
nesq system are observed.
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1.105 Turbulence in the Body of Gravity Currents

Caroline Marshall†

University of Leeds

While the ubiquitous nature of gravity currents means they have
been extensively studied, this research has focused almost exclusively
on the head of the flow. The body is typically neglected, despite
forming the largest component of most natural flows. This work aims
to quantify the three-dimensional turbulent structure of the body of
constant-influx solute-based gravity currents using a combination of
three-dimensional direct numerical simulation (DNS), and planar and
tomographic particle image velocimetry (PIV).

DNS was used to investigate the influence of both Reynolds and
Schmidt numbers on the formation of large-scale coherent structures
within the flow body. These structures are of interest due to their
ability to transport mass, momentum and temperature, and therefore
influence properties such as erosion and deposition in particle-laden
flows. In this case, Reynolds number was varied by altering the degree
of slope. Planar PIV was used to investigate the effect of varying
Reynolds number on the body by changing either the degree of slope
or the rate of fluid influx.

This work describes the structure of the body of constant-influx
gravity currents for the first time, and highlights the three-dimensional
turbulent nature of the flow. The cross-stream and vertical veloc-
ity components of the flow were found to be of similar magnitude in
this simple ducted domain. The influence of both the Reynolds and
Schmidt numbers on the formation of coherent structures within the
body were investigated, and the impact of these structures on flow
dynamics was established.
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1.106 A new approach to modelling polydisperse sprays with phase
exchange based on the Fully Lagrangian Approach

Oyuna Rybdylova, Yuan Li & Timur Zaripov

University of Brighton

The focus of this study is development and implementation of a
new mathematical model for simulations of sprays. The model is
based on the Fully Lagrangian Approach (FLA). According to this
approach, particles/droplets are treated as a continuum (or a set of
continua). The dispersed phase parameters are calculated from the so-
lution of ODE systems along chosen particle/droplet trajectories. Un-
like conventional Lagrangian particle tracking methods, however, parti-
cle/droplet number density is calculated using the continuity equation
in the Lagrangian form. This approach was shown to be promising
as in comparison to conventional methods, it requires less computa-
tional resources to obtain admixture number density distribution with
the same order of accuracy. The FLA is being further developed to
take into account polydispersity of droplets in sprays, droplet evapo-
ration and condensation. To achieve this, the continuity equation in
the FLA has been generalised by introducing a particle distribution
function (PDF). This function represents the distribution of droplets
over space, sizes, and time. The set of Lagrangian variables has been
increased to include initial droplet size. This approach has been ap-
plied to 1D and 2D flows of evaporating droplets for validation against
analytical solution. The new model has been implemented as a stand-
alone in-house code and as an additional library to OpenFOAM.
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1.107 Aerosol generation from liquid droplet impact on solid surfaces
[Poster]

Islam Salem†

University of Leeds

The number of nuclear facilities that are becoming obsolete and
require decommissioning is already large and accelerating. Traditional
methods of nuclear decommissioning are very expensive, it was esti-
mated that the decommissioning of all UK nuclear sites would cost
in the excess of £100 billion (NDA, 2013). The common methods of
decontamination results in a large amount of waste and are labour in-
tensive, due to the repetitive nature of these processes. A fairly new
technique is spray decontamination, where a decontamination gel is jet
sprayed into a wall (containing radioactive waste); penetrating voids,
then the washed waste is collected and treated. Liquid jets made up of
the decontamination gel break up into droplets, sized in the millimetre
domain due to the Plateau-Rayleigh instability. These droplets then
impact a solid substrate, resulting in either spreading, splashing or re-
bounding. An undesirable outcome is splashing in this case, due to the
formation of micron sized aerosol droplets which are light enough to
become airborne, contaminating the environment in the process. The
interest in the topic is not only solely due to its practical and natural
significance but also due to the rich theoretical (fluid mechanics) in-
sight that can be gained from it (Raman, et al., 2016). This project is
motivated by the desire and the benefit to understand the nature of a
liquid droplet impact on a solid substrate with a particular interest in
droplet splashing.
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1.108 Quantifying the effect of morphological features of river channels
on discharge relations

Duncan Livesey†

University of Leeds

Satellite-based passive microwave sensors can be used to estimate
the discharge of large rivers. Microwave sensors track changes in emit-
ted microwave intensity from river reaches which can be correlated
with changes in water surface area in the reach. Changes in surface
area, and so microwave intensity, can be used to estimate discharge by
using a rating equation. These rating equations are reach specific and
require calibration either from hydraulic models or in situ measured
data.

In situ gauging stations monitor stage (water height) and estimate
discharge through a cross-section of a river using a stage-discharge
rating equation. These rating equations are based on at-a-station hy-
draulic geometry (AHG) and have been well investigated but much less
work has been done on relating surface area over a reach to discharge.
Further work on the relation between water surface area and discharge
in a river reach is required to better constrain these relations and so
improve the estimation of discharge. This work focusses on how mor-
phological features of river channels, such as river meanders, can affect
these surface area – discharge rating equations.
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1.109 Fluid dynamics of single/multiple droplets onto a substrate with
a topographical feature

K. H. A. Al-Ghaithi†, M. C. T. Wilson, O. G. Harlen &
N. Kapur

University of Leeds

The use of inkjet printing to manufacture printed electronics has
been receiving increasing attention due to the technique’s potential for
roll-to-roll manufacturing, lower cost and flexibility. As the droplets
used for printing become smaller O(10µm), substrate topographical
features (designed or due to minor variations) can affect the dynamics
and equilibrium morphologies of the printed liquid. Here, the inter-
action of droplets with a surface featuring an open microchannel are
explored. Such a feature could represent a designed structure and
allow us to investigate the effect of its dimensions on the printed mor-
phology. A 3D GPU-enabled multiphase Lattice Boltzmann Method
is used. The GPU speed-up enables running parametric studies in af-
fordable simulation time. This implementation also captures partial
wetting and contact angle hysteresis. The latter is significant as stable
continuous printed lines form only if the receding contact angle is very
low or zero [1]. The model is validated using experimental data from
the literature.

The effect on dynamics and equilibrium morphologies of a single
droplet as the depth and width of the feature change is investigated
using the developed simulation methodology. Varying the width and
depth of the microchannel relative to the droplet size reveals six differ-
ent morphologies varying from complete imbibition into the microchan-
nel to almost just a spherical cap. An example morphology is seen in
Fig. 15. In addition, a series of droplets that form a continuous printed
line are simulated to ascertain what depths and widths of the feature
cause breaks in continuity of the line.

Acknowledgements: The authors thank EPSRC and Dupont
Teijin Films (DTF) for supporting this work. We would particularly
like to thank Andrew Bates and Kieran Looney from DTF.
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Figure 15: Top View of the equilibrium morphology for a droplet impacting
a feature with depth and width of 0.2 and 0.4 times the in-flight droplet
diameter respectively.
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1.110 Pulse propagation in quasi-laminar gravity currents [Retracted]
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1.111 Energy cascade in a homogeneous swarm of bubbles rising in a
vertical channel

Bruno Fraga1, Chris C. K. Lai2, Wai Hong Ronald Chan3 &
Michael Dodd3

1School of Engineering, University of Birmingham, UK
2Physics Division, Los Alamos National Laboratory, USA

3Center for Turbulence Research, Stanford University, USA

The cascade of kinetic energy is a defining characteristic of fluid
turbulence. For single-phase flows, the Richardson-Kolmogorov phe-
nomenology provides a satisfactory first approximation of the energy
cascade with which many existing turbulence models/theories are based.
However, the phenomenology has not been demonstrated in two-phase
flows where the production by the dispersed phase is an additional
source of liquid turbulent kinetic energy.

We use bubble-resolved, direct numerical simulations to investigate
the energy cascade in homogeneous swarms of air bubbles rising a
vertical channel. We consider millimeter-sized bubbles with a bubble
Reynolds number of 500. The von Karman-Howarth-Monin (K-H-M)
equation is adapted for the two-phase flow and used to quantify the
interscale energy transfer and to compute the scale-by-scale energy
budget.

A parametric study on bubble size influence on the inter-scale en-
ergy transfer under constant void fraction is performed to better un-
derstand the mechanisms of wake-to-wake interaction. The use of an
Eulerian-Lagrangian algorithm allows us to generate rigid bubbles of
constant size. The difference between rigid and deformable bubbles in
terms of turbulent kinetic energy production is analysed by comparing
the former results with an equivalent case solved using a Volume-of-
Fluid algorithm.
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1.112 Numerical Simulation of a Bubble Swarm: Void Fraction and
Bubble Size Analysis

Ernesto Rama Novo & Bruño Fraga

School of Engineering, University of Birmingham

There are many unknown mechanisms dictating how energy is trans-
ferred among the different scales of a flow with the presence of bub-
bles. In order to analyse this phenomenon within a CFD framework,
an in-house direct numerical simulation (DNS) code is employed. The
aforementioned code consists on a finite difference scheme with the
added functionality of an immersed boundary method (IBM) used to
model any interaction with the second phase present in the flow.

Experimental results show that in such flows the behaviour of the
normal homogeneous isotropic turbulence spectra (-5/3 being the rate
at which energy is transferred in the inertial subrange) changes for
a certain range of scales, being a direct result of the presence of the
bubbles. The introduction of a bubble swarm plays a significant role
in the behaviour of the flow resulting in pseudo turbulence generation
- the void fraction has a direct impact on the flow characteristics,
causing a greater turbulence enhancement and velocity fluctuations of
the bubbles as it increases becoming a fundamental parameter to study.
A change in behaviour of the energy cascade for varying diameters is
also expected since the size of the bubble has a direct effect on the
range of wavelengths at which energy is transferred. Simulations with
different diameters are carried out in order to investigate how altering
this length scale affects the overall picture of the energy cascade while
keeping the void fraction constant (0.5 %) after the code has been
validated.
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1.113 Development and verification a green approach towards isolating
essential oils from Rosmarinus officinalis using ultrasound-assisted

supercritical CO2

Ming-Chi Wei1, Show-Jen Hong2, Da-Hsiang Wei2, Pei-Hui
Lin3 & Yu-Chiao Yang2,4

1Department of Applied Geoinformatic, Chia Nan University of
Pharmacy and Science, Tainan 71710, Taiwan

2Department and Graduate Institute of Pharmacology, Kaohsiung
Medical University, Kaohsiung 80708, Taiwan

3Department of Surgery, Davis Heart and Lung Research Institute,
The Ohio State University Wexner Medical Center, Columbus, Ohio

43210, USA
4Department of Medical Research, Kaohsiung Medical University

Hospital, Kaohsiung, Taiwan

Rosmarinus officinalis Lamiaceae is valuable as a medicinal plant
as well as a functional food. R. officinalis leaves are an important
source of essential oils (0.6-2%) and reveal several bioactivities. How-
ever, the content of aromatic component varies with climate, plant
genotype, drying, extraction, and analytical methods. It is doubtlessly
that the biological activities of essential oils of this herb depend on its
chemical compositions. Four different isolation techniques, including
ultrasound-assisted supercritical carbon dioxide (USC-CO2) extrac-
tion, heat-reflux extraction (HRE), conventional supercritical carbon
dioxide (SC-CO2) extraction and hydrodistillation (HD) were utilized
to produce essential oils from dried leaves of R. officinalis. The extracts
were further analyzed using gas chromatography (GC) with flame ion-
ization detection and gas chromatography with mass spectrometry
(GC-MS). The highest yield of oil was obtained via USC-CO2 extrac-
tion (2.34%, weight of the extracted oil/weight of dry plant) while uti-
lizing lower extraction temperature (50◦C) and pressure (27.5 MPa),
and less organic solvent consumed (0 mL) and time duration (90 min).
In addition, the results showed that at a lower pressure of 11.0 MPa,
the yield of oils decreased when the temperature was increased from
28 to 55◦C, while at higher pressures (17.5, 22.5, 27.5, and 32.5 MPa),
the opposite trend was observed. Furthermore, a second-order rate
model and a mass transfer model based on Fick’s second law were val-
idated under USC–CO2 extraction. The energy barrier in the current
study procedure was obviously lower than that of the others extraction
methods, based on the lower of activation energy. Furthermore, the
results obtained from Fick’s second law indicated that the intraparticle
diffusion is the controlling factor in the current study procedure. Con-
sequently, the results obtained from the current research can clearly
informed of the sensory system for the utilization of R. officinalis to
the consumer.
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1.114 Production of essential oil from Lavandula angustifolia through a
green procedure and its theoretical solubility consideration

Yu-Chiao Yang1,2, Show-Jen Hong1, Da-Hsiang Wei1,
Pei-Hui Lin3 & Ming-Chi Wei4

1Department and Graduate Institute of Pharmacology, Kaohsiung
Medical University, Kaohsiung 80708, Taiwan

2Department of Medical Research, Kaohsiung Medical University
Hospital, Kaohsiung, Taiwan

3Department of Surgery, Davis Heart and Lung Research Institute,
The Ohio State University Wexner Medical Center, Columbus, Ohio

43210, USA
4Department of Applied Geoinformatic, Chia Nan University of

Pharmacy and Science, Tainan 71710, Taiwan

Lavandula angustifolia (Lavender) is one of the most popular plants
essential oils (5–6%) used in the world for various industrial purposes,
including pharmaceutical, food, perfumes and cosmetic industries. Bi-
ological activity of the Lavender essential oil has been attributed to the
presence of major constituents, linalool, linalyl acetate, lavandulyl ac-
etate, 1,8-cineole and camphor, which have antibacterial, antioxidant,
anticancer and the others activities. Lavender oils were extracted using
ultrasound-assisted supercritical carbon dioxide (USC-CO2) extraction
with different dynamic times, temperatures, pressures and CO2 flow
rate to obtain the best extraction yield of oils using single-factor exper-
iments. In addition, the heat-reflux extraction, hydrodistillation and
conventional SC–CO2 extraction methodologies are also used for com-
parison. The content of aromatic ingredients in the oils was determined
by the gas chromatography (GC) and gas chromatography with mass
spectrometry (GC-MS). The results indicated that the highest yields
of volatile oils and volatile components were obtained with USC-CO2

using a dried flower with a mean particle size of 0.36 mm at a CO2

flow rate of 0.35 g/min, temperature of 51◦C and pressure of 27.0 MPa
for over 95 min, which is superior to the other extraction techniques
based on its higher extraction yield and extraction efficiency. It was
also showed that the dominant components in the oils were linalool
and linalyl acetat, based on the total average content. To evaluate the
feasibility of USC-CO2 procedure and for establishing optimum oper-
ation conditions, the solubility of essential oil in SC-CO2 using the
dynamic extraction method were further determined. Furthermore,
the thermodynamic properties of essential oil in the SC-CO2 system
were estimated following the theory developed by the three density-
based models. The results obtained from the current research provide
consumers the information of healthy eating and health consumption.
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1.115 A Droplet Mop

Josh Saczek1, Guanqi Wang1, Vladimir Zivkovic1, Ben Xu2

&Steven Wang1

1School of Engineering, Newcastle University
2Faculty of Engineering and Environment, Northumbria University

The need for sterile conditions is paramount within the chemical
industry especially the pharmaceutical sector where cleaning of man-
ufacturing facilities and production equipment is one of its most fo-
cused concerns. Any cleaning system must adequately clean surfaces,
minimize the risk of contamination, but also reduce cleaning liquid
consumption and enable it to be recycled (Murakami et al., 2000).
This is currently achieved via a multitude of techniques but broadly
either chemical, physical or a combination of the two. These more
traditional cleaning methods either introduce a chemical which could
contaminate the product or a mixing device which itself would require
potential cleaning. Herein, we introduce a third category of cleaning
approach, potentially overcoming both of these two issues; this new
approach massively minimizes liquid consumption and, we anticipate
that it can be applied for a great variety of cleaning processes. Based
on the preliminary results, we predict that a 7 cm2 droplet can effec-
tively clean a 200 – 300 cm2 contaminated surface.
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1.116 Feedback stabilization of a Plane Couette Flow Exact Coherent
Structure

Geoffroy C. P. Claisse† & Ati S. Sharma

Aerodynamics and Flight Mechanics
University of Southampton

Turbulence can be interpreted as a finite dimensional dynamical
system [1]. Each solution of the Navier-Stokes equations (NSE) is
associated to the motion of a point in a state-space. This theory was
strengthened by the discovery in shear flows of invariant solutions of the
NSE, referred to as Exact Coherent Structures (ECS). In this theory,
the turbulent inertial manifold is depicted as a network of ECS acting
as unstable attractors of the turbulent dynamical state (Fig. 16). The
turbulent dynamical state is thought to escape the neighbourhood of
an ECS along its unstable eigenspace [2]. Nonetheless, this mechanism
remains unproven, and recent work suggests the state may leave via
the stable manifold [3]

Figure 16: Dynamical representation of the chaotic evolution of a turbulent
state along different ECS (equilibria or periodic orbits).

Here, we focus on the stabilization via state-space control theory of
the unstable eigenspace of the Nagata [4] lower-branch (EQ1), known
as the least unstable Plane Couette Flow ECS.

The application of state-space control theory to stabilize ECS re-
quires a linearised state-space model. This linearization is very high-
dimensional. To reduce the state-dimension, we derived a divergence-
free model similarly to the Orr-Sommerfeld Squire model, and vali-
dated it against the literature [5, 2]. It results in a boundary-actuated
full-matrix state-space model: the Orr-Sommerfeld Squire model Ex-
tended for an ECS as baseflow (OSSE). The OSSE model depicts
faithfully the dynamical evolution of the flow in the neighbourhood
of an ECS for small perturbations and it enables access to linear con-
trol theory. We then built a full-information state-feedback optimal
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controller actuating via wall-transpiration and targeting the unstable
eigenspace of EQ1. The optimal control derives from the solution of
a high-dimensional Riccati equation, computationally expensive but
now accessible thanks to the OSSE model. Finally, we were able to
stabilize EQ1 within linear simulations.

We are now in the process of determining the radius of stability
of the stabilized EQ1 in non-linear simulations run in Channelflow [6]
(Fig. 17), which will give insights on the mechanisms responsible for
the chaotic evolution of the turbulent state.

Figure 17: Configuration of the non-linear DNS simulation run in Chan-
nelflow [6]. Full-information of the flow is fed to the regulator, which in
turn actuated via wall transpiration thanks to the CFBC Package [7]. The
optimal control gain is determined thanks to the solution of the Riccati
equation associated to the OSSE model.
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1.117 Coherent patterns and bypass laminar turbulent transition in
boundary layers

Joseph Oloo† & Victor Shrira

Keele University

In the classical scenario of laminar-turbulent transition the key role
is played by linear instabilities of the basic flow. Here we focus on a
specific bypass scenario where the existence/absence of linear instabil-
ities is immaterial and the transition is caused by a nonlinear mech-
anism resulting in the “collapse” (blow-up) of finite amplitude initial
perturbations. Novel essentially 2-d evolution equations are derived
asymptotically for long-wave finite amplitude perturbations and large
but finite Reynolds numbers. Two types of boundary-layer flows are
considered: weakly stratified boundary layers and 3-d boundary layers.
The resulting pseudo-differential nonlinear evolution equations are ob-
tained in the distinguished limits and describe interplay between non-
linearity, weak dispersion, stratification and dissipative effects. Their
key feature is that the transverse scale of perturbations is assumed to
be the same as the longitudinal one, while across the boundary layer
structure of the solution is provided by the solution of the correspond-
ing linear boundary value problem. We show that the initial perturba-
tions exceeding certain threshold collapse, i.e., develop a singularity in
finite time. For the initial conditions representing a Gaussian hump in
the velocity field the dependence of the domain of collapsing regimes
on the boundary-layer parameters has been found.
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1.118 A dam-break driven by a moving source: a simple model for a
powder snow avalanche

John Billingham

School of Mathematical Sciences
The University of Nottingham

We study the two-dimensional, irrotational flow of an inviscid, in-
compressible fluid injected from a line source moving at constant speed
along a horizontal boundary, into a second, immiscible, inviscid fluid
of lower density. A semi-infinite, horizontal layer sustained by the
moving source has previously been studied as a simple model for a
powder snow avalanche, an example of an eruption current, Carroll et
al. (Phys. Fluids, vol. 24, 2012, 066603). We show that with fluids of
unequal densities, in a frame of reference moving with the source, no
steady solution exists, and formulate an initial/boundary value prob-
lem that allows us to study the evolution of the flow. After considering
the limit of small density difference, we study the fully nonlinear ini-
tial/boundary value problem and find that the flow at the head of the
layer is effectively a dam-break for the initial conditions that we have
used. We study the dynamics of this in detail for small times using the
method of matched asymptotic expansions. Finally, we solve the fully
nonlinear free boundary problem numerically using an adaptive vortex
blob method, after regularising the flow by modifying the initial inter-
face to include a thin layer of the denser fluid that extends to infinity
ahead of the source. We find that the disturbance of the interface in
the linear theory develops into a dispersive shock in the fully nonlinear
initial/boundary value problem, which then overturns. For sufficiently
large Richardson number, overturning can also occur at the head of
the layer.
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1.119 Large-eddy simulation of enhanced mixing for water treatment
applications

Boyang Chen† & Bruño Fraga

School of Engineering
University of Birmingham

In environmental engineering, wastewater must be collected and
conveyed to a treatment facility to remove pollutants. With regards
to energy consumption, the largest expense in wastewater treatment
occurs in secondary treatment, particularly for activated sludge pro-
cesses. We develop a numerical tool to enhance and assess the cost-
effectiveness of real aeration systems in wastewater treatment. Aer-
ation in an activated sludge process is based on pumping air into a
tank, promoting the mixing and redistribution of the dissolved oxy-
gen to facilitate the microbial growth. The microbial feeds on organic
material, forming flocks which can easily settle out in the wastewater.
A well-designed aeration system is key to an effective and sustainable
wastewater treatment. However, the design of these facilities often
obeys to rules-of-thumb that usually lead to an excessive energy ex-
pense.

The in-house finite-difference-based Large-Eddy Simulation code
BubLPT was applied to investigate the principle of aeration system in
wastewater treatment. The solver uses an Eulerian-Lagrangian point-
particle model to couple liquid and gas phases. The parallelization
of the code is supported by a hybrid MPI-OpenMP implementation.
This model is used to investigate the best strategy for homogeneous
aeration under constant void fraction. In order to implement it, three
setups are modelled and assessed: one-plume, two-plume and bubble
screen. The dissolved oxygen in the water tank is modelled as a passive
tracer. The mixing produced by these three strategies is quantified by
both instantaneous evolution of the flow field and statistical analysis
of the dissolved oxygen concentration. The results obtained with the
three strategies are compared and discussed. The results are also be-
ing validated by experimental data from a real wastewater treatment
facility. Ongoing work on the integration of solid sludge particles in
the mixing process is being currently implemented.
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1.120 Droplet Retention and Shedding on Slippery Substrates

B. V. Orme†, G. McHale, R. Ledesma-Aguilar &
G. G. Wells

Northumbria University, Newcastle Upon Tyne

Droplets in contact with most solid surfaces experience contact line
pinning, making the movement or removal of these droplets a challenge.
Taking a hydrophobic structure or porous material and imbibing this
with a lubricating liquid the issue of droplet pinning is resolved. How-
ever, the ability to control droplet positioning and movement becomes
difficult [1]. Therefore a pinning point, in the form of a structure, to
which the droplets will be attracted, can be added to the surface [1].
In this work we use is a step to create a lubricant menisci at the cor-
ner attracting the droplet by capillary forces, similar to the Cheerios
Effect [1–3]. The adhesion force to this object is quantified by mea-
suring the detachment angle and it is found that this angle can either
be increased or decreased by changing either the step height, tilting
direction, lubricant thickness, initial droplet position or a combination
of these [4]. If the parameters are chosen in a specific configuration the
surface can be inverted and the droplet will hang upside down. Fur-
thermore, the final stationary position has little impact on detachment
angle if the initial droplet position differs, meaning that the surface re-
tains a memory of the droplet’s initial conditions. Applications for such
surfaces range from microfluidics to inkjet printing or fog harvesting.

Acknowledgements: B. V. O. would like to thank Northum-
bria University for funding via postgraduate research studentship and
Dr. Andrew Edwards for assistance during sample production.
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1.121 A multicompartment SIS stochastic model with zonal ventilation
for the spread of nosocomial infections: detection, outbreak

management and infection control

Mart́ın López-Garćıa, Marco-Felipe King &
Catherine J. Noakes

University of Leeds

In this work, we study the environmental and operational factors
that influence airborne transmission of nosocomial infections. We link
a deterministic zonal ventilation model for the airborne distribution
of infectious material in a hospital ward, with a Markovian multicom-
partment SIS model for the infection of individuals within this ward,
in order to conduct a parametric study on ventilation rates and their
effect on the epidemic dynamics. Our stochastic model includes ar-
rival and discharge of patients, as well as the detection of the outbreak
by screening events or due to symptoms being shown by infective pa-
tients. For each ventilation setting, we measure the infectious potential
of a nosocomial outbreak in the hospital ward by means of a summary
statistic: the number of infections occurred within the hospital ward
until end or declaration of the outbreak. We analytically compute the
distribution of this summary statistic, and carry out local and global
sensitivity analysis in order to identify the particular characteristics of
each ventilation regime with the largest impact on the epidemic spread.
Our results show that ward ventilation can have a significant impact
on the infection spread, especially under slow detection scenarios or
in overoccupied wards, and that decreasing the infection risk for the
whole hospital ward might increase the risk in specific areas of the
health-care facility. Moreover, the location of the initial infective in-
dividual and the protocol in place for outbreak declaration both form
an interplay with ventilation of the ward.

This talk is based on the manuscript:
López-Garćıa M, King M-F, Noakes CJ (2019) A multicompartment
SIS stochastic model with zonal ventilation for the spread of nosocomial
infections: detection, outbreak management and infection control. Risk
Analysis, DOI: 10.1111/risa.13300.
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1.122 Evaluating CFD against a zonal ventilation model for predicting
airborne pathogen transfer under different hospital ward ventilation

configurations

Rosie Jones†, Marco-Felipe King, Mart́ın López-Garćıa &
Catherine J. Noakes

University of Leeds

With 37,000 attributable deaths across Europe and an annual fi-
nancial burden of $6.5 billion in the US; healthcare acquired infec-
tions (HCAI) are a global issue. HCAI are those that develop during
admission to a health-care facility. Hospital guidance for ventilation
regimes currently focus on patient comfort and are not comprehensibly
exploited as a tool to reduce airborne infection transmission.

We investigate the applicability of zonal ventilation models of 6
hospital multi-bed wards in López-Garćıa et al. (2019). A zonal ven-
tilation model was used to analyse scalar contaminant spread through
wards with a single infective source. Steady state, computational fluid
dynamic (CFD) modelling with temperature boundary conditions and
species transport was used to recreate the ward ventilation combi-
nations. Different ventilation regimes were investigated to determine
optimal reduction of airborne contaminants.

Both models demonstrate the ability to recognise the typical path
the overall contaminant spread. However, without including thermal
properties and a consideration of location of inlets/outlets the zonal
model under-predicts the contaminant concentration by up to 80% in
the zones located closest to the infective source. In zones further from
the infectious source where contaminants are homogeneously mixed,
both the analytical and CFD ward concentrations differ by up to 12%.

This investigation concludes that the analytical models are unable
to accurately predict airborne pathogens dispersion in complex air
flows, whereby restricting their implementation to areas that are ho-
mogenously mixed: far from of the infectious source. CFD modelling
is able to capture the complex, varying flow of a hospital ward and
should continue to be utilised to investigate ventilation as a resource
to reduce the burden of HCAI.
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1.123 Dune-Dune Repulsion

K. A. Bacik†1, C. P. Caulfield2,1, S. Lovett3 &
N. M. Vriend1,2

1DAMTP, University of Cambridge
2BPI, University of Cambridge

3Schlumberger Cambridge Research

Dunes are coherent sedimentary structures which arise spontaneously
due to the dynamical interplay between granular matter and the flow
of the overlaying fluid. Natural dunes rarely occur in isolation. Ae-
olian dunes form vast dune fields and subaqueous bedforms occur in
groups. As of now, the mechanisms which regulate the large scale
organisation of dune fields are poorly understood. In particular it is
unclear if the dune configurations we observe are stable or transient.
Here we investigate the long-time behaviour of a quasi-2D dune cor-
ridor using a subaqueous experiment in an annular geometry. In our
experiment, a corridor of individual isolated dunes emerges sponta-
neously from a thin layer of sediment destabilised by the overlaying
turbulent flow. We show that the corridor structure appears to be
robust and that stabilisation is achieved by long-range dune-dune in-
teractions. Our experiments reveal that by altering the flow, dunes
strongly affect the shape and the migration rate of their downstream
neighbours which leads to an effective dune-dune repulsion. Here, we
discuss the repulsion mechanism in detail and explore its consequences
for the system-level dynamics of the dune corridor.
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1.124 Nonlinear feedback control of the bi-modal flow behind a
three-dimensional blunt bluff body

D. Ahmed† & A. S. Morgans

Department of Mechanical Engineering, Imperial College London

The wake behind many three-dimensional blunt bluff bodies in close
proximity to ground exhibits reflectional symmetry breaking. In the
turbulent flow regime, this manifests as wake flow switches between
one of two asymmetric wake positions, either side-to-side or top-to-
bottom. These switches occur over long, random timescales, with the
wake recovering symmetry in the long time-average. This work employs
Large Eddy Simulations to investigate feedback control to suppress this
wake bi-modality, with a view to minimizing the form drag generated
by the associated oscillatory dynamics.

A canonical simplified road vehicle geometry – the squareback Ahmed
body – is considered. A model for the supercritical pitchfork bifurca-
tion model is used to imitate its side-to-side wake bi-modality. The
model is based on an expansion of the Navier-Stokes equations non-
linearly around the critical bifurcated point. This model is used to de-
rive a non-linear, single-input single-output, feedback controller, whose
objective is to re-symmetrise the wake. The control law for the system
is designed using a Hamiltonian-Jacoobi-Issacs cost functional, with
the centre-of-pressure on the Ahmed body base considered as the in-
put signal and synthetic jets (zero net mass flux) placed just upstream
of the separation point used as actuators. The controller is applied
with success to the representative model of the supercritical pitchfork
bifurcation, in the presence of additional noise, and is currently being
applied in Large Eddy Simulations of the turbulent Ahmed body wake.
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1.125 Influence of moving ground use on the unsteady wake of a
small-scale commercial road vehicle

Aleksandra Anna Rejniak† & Alvin Gatto

Brunel University London

Wind tunnel testing is a key tool used in ongoing efforts to reduce
road vehicle fuel consumption. Accurate reproduction of a realistic
flow environment is important, with moving ground use now common-
place. Several previous investigations have considered the impact a
moving ground has on the flow-field. For road vehicles with low ground
clearance (racing cars), its use is generally accepted as being essential.
For less specialised examples, such as commercial vehicles, the need,
given a higher ride height, is considered less critical. However, much of
this previous work considers only a time- averaged perspective; time-
resolved details remain incomplete. This work scrutinizes that aspect.
Wind tunnel test results are presented for a 1/24th-scale road vehi-
cle, representative of a Heavy Goods Vehicle, for both moving and
stationary ground flow conditions. Particular focus resides within the
separated wake, with drag, base surface pressure, and wake velocities
quantified, compared, and evaluated. The influence of wheel rotation
is also included. All tests were conducted at a Reynolds number, based
on model width, of 2.3× 105. Mean results show that moving ground
use decreases drag with a 12% increase in base surface pressure. Sub-
tle differences in wake topology are also observed, with a stationary
ground promoting areas of significantly reduced flow-speed directly be-
hind the vehicle. This feature is absent with moving ground use. The
presence of a moving ground is also found to decrease the characteristic
frequencies of wake pumping and vortex shedding mechanisms.
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1.126 Exit dynamics of a 2D cylinder from the water

Intesaaf Ashraf, Anouchka Lilot and Stéphane Dorbolo

UR-CESAM, GRASP, University of Liege, Belgium

Penguins, dolphins and submarine have to leave water surface to
air for various reasons. However, the pop up dynamics of an object
from liquid to air is not fully understood. This study is an attempt to
bridge this gap. In this work , we study and quantify the exit dynamics
of a 2D cylinder, that is fully submerged in a water tank. The cylinder
moves upwards at a constant velocity in a vertical direction till cylinder
pops out of the water into the air. The experiments were performed at
varying speed and height. The simultaneous force measurement was
also taken. The image of cylinder moving was taken at high speed
came. The image acquisition was taken 3000Hz.

Figure 18: Characteristics lengths of cylinder moving upward

The characteristics distance, as shown in Fig. 18, of upward moving
cylinder was characterized as a function of time. We observed three
different regimes during this process. In first regime, as the cylinder
move upwards, a bump is observed. The size of the bump increases,
as the cylinder moves closer to the water and air interface (Fig. 19).
In second regime, as the cylinder keeps moving upwards and moves
inside the bump, as shown in the Fig. 20. The cylinder body is closest
to the interface. It is called crossing regime. In third regime, as the
cylinder keep moving upwards and leaves the water surface interface.
The drainage of the liquid from the cylinder surface takes place, as
shown in the Fig. 21.

Acknowledgements:This work is financially supported by PDR
WORKFLOW (FNRS). SD is a FNRS Senior Research Associate.
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Figure 19: Bump formation due to upward movement of the cylinder

Figure 20: Crossing Regime of the cylinder

Figure 21: Drainage Regime of the cylinder
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1.127 Coarse grained models for reactive flows in porous media:
homogenisation and numerical simulations

Federico Municchi & Matteo Icardi

University of Nottingham

One of the greatest difficulties in the study of transport phenomena
in porous media is the inherent multiscale nature of the vast majority
of processes of interest. A precise model or simulation describing the
local, pore-scale, phenomena would be needed but it is of little practical
applicability due to the rapid oscillations of the concentration and flow
fields, hence the need for a coarse grained model, equivalent to the first
one but involving smoother fields that can be accurately evaluated with
much lower computational effort.

A variety of methods can be employed to perform this procedure:
asymptotic homogenisation is a powerful and versatile tool for the up-
scaling of transport and reaction equations in porous and heteroge-
neous media. For example, Taylor dispersion in porous media has
been approached in this way [2], and examples in the literature deals
with the problem of heterogeneous (surface) reaction [1].

In this contribution, we illustrate the limits of standard homogeni-
sation theory in the presence of fast surface reactions and how the use
of spectral decomposition and two-scale asymptotics techniques leads
to a closed formulation for the coarse grained model. This method-
ology consists in splitting the original complex problem into a set of
simpler sub-problems that can be solved on a relatively small repre-
sentative periodic cell rather than the whole domain. Furthermore, we
provide details on the numerical implementation of such model in the
open source finite volume library OpenFOAM R©, and we compare its
performance and accuracy against fully resolved simulations. Finally,
we discuss the limitations of the presented methodology in the case of
absorption/desorption surface reactions.
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1.128 Three-dimensional numerical simulations of a thin film falling
vertically down the inner surface of a rotating cylinder

Usmaan Farooq†1, Jason Stafford2, Camille Petit1 &
Omar K. Matar1

1Department of Chemical Engineering, Imperial College London
2Department of Mechanical Engineering, University of Birmingham

Whilst gravity driven flow down the inside and outside of a sta-
tionary vertical cylinder has been investigated in some detail (Mayo
et al., 2013), the flow of thin films associated with a rotating cylin-
ders is rare, and typically the cylinder’s orientation will be horizontal
(Pougatch and Frigaard, 2011). In this study the cylinder is orientated
vertically, where a thin liquid film flows down a concave surface which
itself has an imposed velocity in the azimuthal direction. A key feature
of this setup is the presence of waves inclined in the expected direc-
tion of flow. The imposed azimuthal velocity influences the shape and
speed of the waves, with an angle being developed which is intrinsically
dependent on the magnitude of the imposed velocity.

An investigation of the wave dynamics is performed using high reso-
lution three-dimensional direct numerical simulations and a volume-of-
fluid approach to treat the interface. The impact of cylinder Reynolds
number on the stability of these falling, rotating films is examined. As
Reynolds number increases, the centrifugal force increases, producing
a stabilising effect (Iwasaki and Hasegawa, 1981). Key features, such
as the transition from a 2D to a more complex 3D wave regime and the
thickness of the film are heavily influenced by this stabilising effect and
are investigated. An analysis of the predicted films provide a detailed
insight into the relationship between the wave dynamics and internal
flow fields.
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1.129 Numerical Study of the Wave Kinetic Equation for Drift
Wave/Zonal Flow Interactions

Kristoffer Smedt†

University of Leeds

The Wave Kinetic equation can be a useful tool for bridging the
scale separation between small scale perturbations and the larger scale
structures their interactions can help create or sustain. These are of
great interest in magnetic connement fusion, where the magnetic eld
and density gradient lead to small scale drift waves. In an analogous
manner to Rossby waves and zonal ows in geo- and astrophysics, drift
waves can deposit energy into the zonal bands. As the zonal ows has a
large impact on the transport properties of the plasma, this interaction
is of great interest in fusion research.

In this short study, a numerical model based on the wave-kinetic
equation was developed from a reduced version of the equation. The
reduction was based on simple geometric considerations from tokamak
plasmas, and the numerical model was applied to provide insight into
the dynamics of the equation. Two cases were studied for the same
geometry and initial parameters; one with a strong mean initial ow
prole and one with a weak prole. Initial results indicated that a weak
initial shear ow was enhanced signicantly by the presence of small-scale
perturbations, in contrast to the case for strong ow. Additionally, po-
sition/wavenumber phase-space structures seemingly formed, suggest-
ing that a phenomena similar to particle-trapping may occur for wave
packets according to the wave kinetic formulation.
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1.130 Influence of stack chimneys on the displacement ventilation of an
enclosed geometry

Daniel Fiuza Dosil†

Imperial College London

Approximately 3 billion people, predominately from low- and mid-
dle-income countries, cook and heat their homes by burning solid fuels
in open fires or simple stoves. This results in extremely poor indoor
quality, which has been linked to diseases that produces 3 millions of
premature deaths per year.

Motivated by the search of solutions for enhancing the natural ven-
tilation and indoor air quality of rural dwellings, we investigate the
effects of a chimney stack on the ventilation of an enclosed geometry.
In this study, we model the effects of a chimney stack on the dynamics
of a naturally-ventilated enclosed geometry with a localised source of
buoyancy. We present a theoretical model to describe the dynamics
of the displacement ventilation regime with a chimney. Additionally,
the effects of the pressure losses along the length of the chimney and
their influence on the ventilation are discussed. Small scale experi-
ments, using the salt-bath modelling technique, has been conducted
with different chimney lengths to validate the theoretical models and
to illustrate different flow regimes.
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1.131 Shaping supersonic contoured nozzles for cold spraying metallic
particles

Aldo Rona & Luiza F. Zavalan†

Department of Engineering, University of Leicester

Cold sprayed metallic coats can provide an appropriate surface fin-
ish for a range of applications, including marine propellers, boat keels,
and ablating surfaces in aerospace. Cold spraying can coat surfaces at
a comparatively lower environmental impact with respect to plasma
spray or chemically bonded sprays. In a metal cold spray, the kinetic
energy imparted to the metal particles by a high speed gas provides the
means for particles to plastically deform and deposit on the target sub-
strate. Therefore, a uniform particle distribution of uniform velocity is
typically desirable to achieve a good quality deposition rate and to re-
duce wastage from particles failing to splatter on the target substrate.
This work revisits the method of characteristics technique for designing
axisymmetric nozzles for generating lightly laden jets. By Computa-
tional Fluid Dynamics, the performance of current commercial cold
spray nozzles is compared with new nozzle profiles, designed with a
smooth throat and for a parallel (axial) outflow. The two-phase flow is
modelled by the compressible Reynolds-Averaged Navier-Stokes equa-
tions with k-omega turbulence closure, for the primary (gas) phase,
and a Lagrangian discrete phase model is solved for the particle trans-
port. Two-way coupling renders the kinetic interaction between the
two phases. Particle dispersion is modelled by a discrete random walk
model. Preliminary results indicate that the best performing shapes
differ from the classic minimum-length bell-shaped nozzle for space
propulsion and are closer to the contoured walls of supersonic wind
tunnels. Plans for testing prototype nozzles are under development in
collaboration with The Welding Institute (TWI), Cambridge, under
the auspices of the EPSRC Doctoral Training Programme IMPaCT.

167



UK Fluids Conference 2019 1 TALKS

1.132 Impact of surfactants on inertia-induced undulations on the
surface of capillary bubbles

A. Batchvarov1, M. Magnini2, L. Kahouadji1,
R. V. Craster3 & O. K. Matar1

1Department of Chemical Engineering, Imperial College London
2Department of Mechanical, Materials and Manufacturing

Engineering, University of Nottingham
3Department of Mathematics, Imperial College London

This work focuses on numerical investigation of the effect of soluble
and insoluble surfactants on elongated bubbles in circular microchan-
nels. Analytical and numerical work on the subject in the context of
creeping flows (Re� 1) shows that surfactants tend to accumulate at
the bubble tail and modify its shape (Ratulowski and Chang, 1990;
Park, 1992; Stebe and Barthes-Biesel, 1995; Olgac and Muradoglu,
2013). More recent work on surfactant-free elongated bubbles shows
that in the presence of high inertia (Re� 1), tail undulations become
more apparent at the back of theses bubbles (Magnini, 2017). With
this work we study the effect of soluble and insoluble surfactants on
bubble tail undulations. The CFD simulations of the flow are per-
formed using a hybrid front-tracking code (Shin et al., 2018).

Acknowledgements: We acknowledge the contribution of Drs
Damir Juric and Jalel Chergui (both from LIMSI, CNRS, France),
Dr Seungwon Shin (Hongkik University, South Korea).
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1.133 DNS for the dynamics of 3D surfactant-laden bursting bubbles

R. Constante-Amores†, L. Kahouadj, A. Batchvarov &
O. K. Matar

Department of Chemical Engineering, Imperial College London

Bursting bubbles play an important role in both industrial applica-
tions and nature. It has been estimated that around 1018–1020 bubbles
burst per second over the world ocean, exchanging chemical compo-
nents or heat from the ocean to the atmosphere. This exchange is due
to the formation of a central jet, which results in droplets according to
the Plateau–Rayleigh instability. The free-surfactant dynamics is well
known in literature, however, the effect of the addition of surfactant
on the free surface has not been reported yet. We have performed 3D
Numerical Simulation of surfactant-laden bursting bubbles to ensure
that the entire physics are captured as Marangoni stresses, which rise
due to superficial gradients of the surface tension, act in the tangen-
tial components of the interface. Neglecting gravitational effects, the
Laplace number is the only dimensionless parameter which controls the
system which measures the importance of the surface tension forces re-
spect to the viscous forces, i.e., La = ρσR/µ2) , where ρ, µ, σ and R
are the liquid density, viscosity and surface tension, and the initial ra-
dius of the droplet. Non-dimensional simulations varying the Peclet
number (Pe = UR/D, where U is the velocity and D is the diffusion
coefficient), which compares the ratio of the time scales for molecular
diffusion to convective transport, were launched to analyse the fate of
the jet. Results regarding the surfactant concentration distribution on
the free surface, the surface tension gradients and the importance of
Marangoni stresses will be presented.
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1.134 From walking to shooting modes in droplet vibrations

L. Kahouadji, O. K. Matar & R. V. Craster

Imperial College London

A vibrated drop constitutes a very rich physical system, blending
both interfacial and volume phenomena. A remarkable experimental
study was performed by M. Costalonga (PhD. Université Paris Diderot,
2015) highlighting sessile drop motion subject to horizontal, vertical
and oblique vibration. Several intriguing phenomena are observed such
as drop walking and rapid droplet ejection (shooting mode). We per-
form three-dimensional direct numerical simulations taking into ac-
count the dynamic of the contact line motion determined by the gen-
eralized Navier-slip model associated with a front-tracking-based mul-
tiphase method.

Acknowledgements: Drs Damir Juric and Jalel Chergui (LIMSI,
CNRS, France), Dr Seungwon Shin (Hongik University, South Korea);
Engineering and Physical Sciences Research Council, UK.
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1.135 Implementation and verification of CFD model for crude-oil
fouling

Gabriel F. N. Gonçalves†1, Mirco Magnini2 &
Omar K. Matar1

1Imperial College London
2University of Nottingham

Deposition of solids at the walls of process equipment may generate
severe efficiency and cost related issues (Wagterveld, 2013). With the
objective of the simulating crude oil fouling in industrial conditions, a
two-phase multi-component solver with heat transfer and phase change
was implemented in the OpenFOAM open-source framework. The
model utilizes the volume-of-fluid method for tracking the interface
between fouling layer and working fluid, and momentum and energy
conservation equations are solved for the mixture. The solidification
model of Svendsen (1993) is used for the calculation of the mass trans-
fer rate, which is assumed to take place at the interface and at the walls.
The implementation was verified with previous calculations performed
in a commercial CFD platform.
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1.136 Turbulent flows over sparse canopies

Akshath Sharma† & Ricardo Garćıa-Mayoral

Department of Engineering, University of Cambridge

The study of canopy flows has wide ranging applications, which in-
clude reducing crop loss, energy harvesting and improving heat trans-
fer. Based on the geometry and spacing of the canopy elements, they
can be grouped into three regimes – dense, intermediate and sparse.
In the dense regime, the canopy elements are closely packed and the
overlying turbulent eddies cannot penetrate within them. In the sparse
limit, the spacing between the canopy elements is large and the tur-
bulent eddies can penetrate the full height of the canopy. The inter-
mediate regime lies between these two limits. In the present work,
we investigate turbulent flows within and over sparse canopies using
direct numerical simulation. We find that such canopies affect the sur-
rounding flow through two distinct mechanisms. The first is through
the flow induced directly by the presence of the canopy elements as
obstacles. When this element-induced flow is filtered out, the remain-
ing background turbulence exhibits a balance of the viscous and the
Reynolds shear stresses within the canopy layer similar to that over
smooth walls. From this, a scaling based on the sum, at each height,
of these two stresses is proposed. Using this height-dependent scaling,
the background turbulence fluctuations within the canopies show simi-
larities to those over smooth walls. This suggests that the background
turbulence within the canopy scales with the local stress at each height,
rather than the total drag as in smooth walls. This effect is essentially
captured when the canopy is substituted by a drag force that acts on
the mean flow alone, aiming to produce the correct local stress without
modifying the fluctuations directly. This forcing is shown to produce
better estimates for the turbulent fluctuations within sparse canopies
compared to a conventional, homogeneous-drag model.
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1.137 CFD Based Optimisation of Swirl Inducing Multi-Nozzle
Annular Jet Pump

Andrew Morrall

Engineering Department, Lancaster University

A jet pump is a fluidic device that has no internal moving parts, in-
stead driving media by means of energy exchange between two fluids;
the motive fluid and the pumped, secondary fluid. Though the effi-
ciency of jet pumps compared to traditional turbomachinery devices
is comparably low, they are often used in applications that require
high reliability, or the ability to pump solid materials, owing to the jet
pump containing no moving parts. The multi-nozzle annular jet pump
uses nozzles arranged circumferentially around a pipe bore to inject
the motive fluid. The orientation of these nozzles is designed to induce
swirl downstream of injection, however, the effect this has on the flow
is little understood and has received little attention in academia.

This optimisation studies a single-phase, air based, multi-nozzle
annular jet pump using the CFD code ANSYS R© FLUENT. Various
geometric parameters of the pump are altered to find the optimal level
of performance and efficiency. Results and the numerical setup, in-
cluding turbulence model selection and spatial refinement, are verified
against experimental analyses, comparing static wall pressure and axial
velocity. Preliminary results show good agreement with experimental
data, and highlights the significant impact the nozzle orientation, size
and quantity has on the induced flow and efficiency levels of the pump.
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1.138 Flow-induced symmetry breaking in growing bacterial biofilms

Philip Pearce

Department of Systems Biology, Harvard Medical School

Bacterial biofilms are matrix-bound multicellular communities. Bio-
films represent a major form of microbial life on Earth and serve as
a model active nematic system, in which activity results from growth
of the rod-shaped bacterial cells. In their natural environments, from
human organs to industrial pipelines, biofilms have evolved to grow ro-
bustly under significant fluid shear. Despite intense practical and the-
oretical interest, it is unclear how strong fluid flow alters the local and
global architectures of biofilms. Here, we combine highly time-resolved
single-cell live imaging with 3D multi-scale modeling to investigate the
effects of flow on the dynamics of all individual cells in growing bio-
films. Our experiments and cell-based simulations reveal that, in the
initial stages of development, the flow induces a downstream gradient
in cell orientation, causing asymmetrical droplet-like biofilm shapes. In
the later stages, when the majority of cells are sheltered from the flow
by the surrounding extracellular matrix, buckling-induced cell vertical-
ization in the biofilm core restores radially symmetric biofilm growth,
in agreement with predictions from a 3D continuum model.
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1.139 SPT: Slender Phoretic Theory of Chemically Active Filaments

Panayiota Katsamba1, Sébastien Michelin2 &
Thomas D. Montenegro-Johnson1

1School of Mathematics, University of Birmingham
2LadHyX, Département de Mécanique, Ecole Polytechnique

Artificial microswimmers have the potential to revolutionise non-
invasive medicine and microfluidics. A large class of these these swim-
mers self-propel by generating concentration gradients in a surrounding
solute, and recent work has suggested that fabricating such swimmers
from flexible, thermoresponsive filaments allows their precision nav-
igation. In order to efficiently model such swimmers, we develop a
Slender Phoretic Theory (SPT) for the chemohydro- dynamics of mi-
croscale autophoretic filaments of arbitrary centreline, as a one- di-
mensional substitute for inefficient numerical solution of 3D partial
differential equations. We show that, unlike other slender body theo-
ries, azimuthal effects that appear at first order for curved shapes have
a leading order contribution to the swimming kinematics, and consider
the effects of curvature for U-, S- and helical filament shapes.
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1.140 Recasting Navier-Stokes Equations

S. Kokou Dadzie & M. H. Lakshminarayana Reddy

School of Engineering and Physical Sciences, Heriot-Watt University

Experiments show that liquid flows through nanoscale structures
can be four to five order of magnitude faster than predicted by con-
ventional fluid flow theory. A convincing physical explanation of these
high fluid velocities through the nano-tubes is still lacking. Adding
solid nanoparticles into liquids dramatically increase the fluid thermal
conductivities so that the Fourier’s law of heat transfer alone is insuffi-
cient to understand their transport properties. The meaning of a fluid
velocity in the derivation of the conventional flow equations has been
severely questioned over the past decade. Meanwhile, several models
have been proposed to substitute the Navier-Stokes. Some of these are,
for example, Volume Diffusion (or Bi-velocity hydrodynamic models,
Ghost effect system Navier-Stokes equations and many others. Here,
starting with the conventional Navier-Stokes equations, we introduce a
transformation technique similar in nature to Lorentz transformation.
It involves transforming the velocity field variable within the standard
fluid flow equations. In doing so, we show the existence of a class of
systematically thermo-mechanically consistent mass diffusion type of
fluid flow set of equations. Our new models are more complete form
of those previously proposed to substitute the original Navier-Stokes.
The new class of equations appear better suited for: compressible
flows, flow involving thermal stresses and other transport processes.
As an illustration, our new model for compressible flows is applied
to the description of shock wave profiles in monatomic gases where
the Navier-Stokes is well-known to fail. Two other of the new models
termed “pressure-diffusion” and “thermal-diffusion” Navier-Stokes are
also used to re-interpret experimental data of Rayleigh-Brillouin light
scattering in gases.
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1.141 Variability of stochastically forced zonal jets

Laura Cope†

DAMTP, University of Cambridge

Zonal jets are strong and persistent east-west flows that arise spon-
taneously in planetary atmospheres and oceans. They are ubiquitous,
with key examples including mid-latitude jets in the troposphere, mul-
tiple jets in the Antarctic Circumpolar Current and flows on gaseous
giant planets such as Jupiter and Saturn. Turbulent flows on a beta-
plane lead to the spontaneous formation and equilibration of persistent
zonal jets. However, the equilibrated jets are not steady and the na-
ture of the time variability in the equilibrated phase is of interest both
because of its relevance to the behaviour of naturally occurring jet sys-
tems and for the insights it provides into the dynamical mechanisms
operating in these systems.

Variability is studied within a barotropic beta-plane model, damped
by linear friction, in which stochastic forcing generates a kind of turbu-
lence that in more complicated systems would be generated by internal
dynamical instabilities such as baroclinic instability. This nonlinear
(NL) system is used to investigate the variability of zonal jets across
a broad range of parameters. Comparisons are made with two re-
duced systems, both of which have received attention in recent years.
A quasilinear (QL) model, in which eddy-eddy interactions are ne-
glected, permitting only nonlocal interactions between eddies and the
zonal mean flow, is studied in addition to a model employing direct
statistical simulation (DSS) in which the flow statistics, truncated at
second order in equal-time cumulants, are solved for directly. Each
system reveals a rich variety of jet variability. In particular, the NL
model is found to admit the formation of systematically migrating jets,
a phenomenon that is observed to be robust in subsets of parameter
space. Jets migrate north or south with equal probability, occasionally
changing their direction of migration.
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1.142 Potential flows through periodic domains with multiple objects
per period

Peter J. Baddoo† & Lorna J. Ayton

University of Cambridge

Abstract: In this work it is shown that recent advances in conformal
geometry can be leveraged to obtain analytic solutions for potential
flows in periodic domains. The solutions are constructed in a para-
metric circular domain and then conformally mapped to the periodic
physical domain. By expressing the problem in terms of the transcen-
dental Schottky-Klein prime function, the ensuing solutions are valid
for domains of arbitrary connectivity, i.e. any number of objects per pe-
riod window. Moreover, the conformal mapping to the desired physical
domain may be constructed using a new periodic Schwarz-Christoffel
formula. The solutions are appropriate for a range of scenarios in peri-
odic domains including uniform flows, vortex flows and flows induced
by moving boundaries.
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2 Posters

2.1 Methods for investigating dissolution in surfactant solutions

Rachel Hendrikse†

University of Leeds

Surfactants are present in many everyday products such as deter-
gents and shampoos. Under certain conditions, surfactants will aggre-
gate into different structures in solution. These different structures
alter the rheology of the solution, and the exact structure formed is
concentration dependant. This poses an interesting situation in which
the rheology changes as the material dissolves. This research uses
different simulation techniques to investigate both equilibrium phase
behaviour, as well as the dissolution process. Most research focuses on
understanding equilibrium behaviour, and non-equilibrium processes
have been much less studied and are not as well understood.

Small scale modelling of the ‘clustering’ behaviour of surfactant
molecules in solution helps us to understand the effects of the small
scale on the rheology of the material. This poster will focus on the
use of Lattice Monte Carlo (LMC) and Dissipative Particle Dynamics
(DPD) methods. Both methods model molecules as a chain of ‘beads’.
LMC confines these beads to a lattice structure, whereas DPD is an off-
lattice mesoscopic simulation technique which involves a set of particles
moving in continuous space. While LMC can only be used to study
the equilibrium behaviour of solutions, DPD can be used to study the
dissolution process as well. This poster will compare the two methods,
and show how DPD can be used to study the movement of surfactant
molecules into an aqueous solution.

Incorporating small scale dissolution phenomena into large scale
models, for example via multi-scale CFD approaches is challenging
and has received little attention in the literature. This is largely due
to challenges capturing small scale phenomenon in a large scale simula-
tion. One of the aims of this research is to investigate the feasibility of
a coupled DPD-CFD model. This poster will discuss how such a model
is implemented, and outline how a DPD-CFD model could work.
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2.2 Accurate Lattice Boltzmann Simulations of Gas Permeability
through Nanoporous Media

Dian Fan, Anh Phan & Alberto Striolo

Department of Chemical Engineering, University College London

The mesoscale lattice Boltzmann (LB) simulation protocol is often
used to predict fluid permeability, although the reliability of such pre-
dictions strongly depends on the boundary conditions implemented.
While, in the ideal scenario, no slip is expected at solid-liquid inter-
faces, in some cases gas does slip, yielding pronounced differences in gas
and liquid permeability. This phenomenon is experimentally known as
the Klinkenberg effect. Comparing LB results obtained implementing
classical slip boundary conditions against non-equilibrium molecular
dynamics (MD) simulation results for methane gas flowing through
nanopores reveals important non-physical errors. This discrepancy
might account for the overestimation of the Klinkenberg effect, often re-
ported in the literature when LB simulations are applied to nanoporous
media. An improved slip boundary condition is proposed and imple-
mented to minimize non-physical slip. It is shown that estimated ap-
parent permeability and permeability corrections are consistent with
MD results and experimental measurements. We achieved a numeri-
cal consistency of the Klinkenberg effect across molecular, mesoscopic,
and macroscopic scales, which indicates the extended applicability of
the LB method to predicting slip and transitional gas flow behaviors
by the improved boundary condition.
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2.3 Predicting Spray Impact on and Carry-Over from Complex Shaped
Surfaces

Liam Gray†

University of Leeds

Sprays are typically formed when a product is atomized to obtain a
desired droplet size distribution and in turn increase its efficiency. The
applications of sprays are varied, from fuel injectors to personal care
products. One constant however is the inherently complex nature of
the spray generation process. Due to the small time and length scales
involved an experimental approach becomes difficult when trying to
capture the entire process. Therefore, a heavily validated numerical
model is to be developed within ANSYS Fluent to model the spray
generation and fate of the droplets after impacting the target surface
(carry-over).

The focus of this research is on sprays generated from aerosol cans
and the carry-over of droplets which leads to respiratory discomfort.
We aim to better understand how spray generation and topological
variations in target surface affect carry-over and possible routes in
minimising this negative effect.

The numerical model aims to incorporate the four main stages in
spray generation: the primary atomization phase, the secondary atom-
ization phase, the droplet transport and the droplet-wall interaction.
The starting point of our model is to incorporate the carrier jet which
transports the product. A species transport approach is employed to
model the mass fraction of each species. This is then validated against
experimental data within the literature. Further additions to the model
are also discussed, including an impingement wall and introduction of
droplets. The numerical model is currently still in development.
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2.4 Fluid Transport Correlations in Partially Filled Pipes for Nuclear
Decommissioning

Christopher Cunliffe† & David Dennis

University of Liverpool

The efficient transfer of fluids in a partially filled pipe flow regime
is ubiquitous to nuclear decommissioning operations. Factors such as
the hazardous nature of the fluid and the need to minimise blockages
and leakages, mean there is an emphasis on low volumetric flow rates
with a reliance on passive flow conditioning techniques such as gravity
driven flows. As a result, the partially filled configuration naturally be-
comes more prevalent. To expand the operational limits of this trans-
portation method, a knowledge of the fundamental parameters which
characterise the behaviour and dynamics of the flow and how these
parameters change relative to each other is required. Understanding
the underpinning transport correlations will maximise the operational
envelope of this flow regime potentially lowering waste production, re-
ducing long-term storage requirements and minimising associated costs
and environmental consequences. A large scale non-active experimen-
tal test rig has been developed at the National Nuclear Laboratory
Workington facility taking the form of a gravity fed low gradient linear
pipe line fitted with a bespoke control and data acquisition software
for the analysis of the behaviour and dynamics of the fluid. Initial tri-
als have been run using water to identify the accessible flow regimes in
this configuration providing an elementary characterisation of the flow.
The Manning equation has been employed as a validation method and
to test the approximate behaviour of the flow in this open hydraulic
flow regime. Electrical Resistance Tomography will be employed to ex-
amine the internal flow structure across the pipe cross-section to gain
an understanding of the interaction between the different flow phases.
Future work will be developed from the initial Newtonian characteri-
sation with the focus being on non-Newtonian and multiphase flows,
feeding into a strategy to facilitate nuclear decommissioning opera-
tions.
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2.5 Massively Parallelized Models of Fluid-Solid Multiphase Flow

Damilola Adekanye†

University of Leeds

In environmental systems the hydrodynamics of flows, such as tur-
bidity currents, interacting with solid boundaries are dependent on the
morphodynamics of the substrate. Turbidity currents are underflows
driven by the action of gravity on the density difference between am-
bient fluid and a turbid mixture of fluid and sediment. The flows are
non-conservative, as the interstitial fluid is miscible with the ambient
fluid, and particulate material is eroded and deposited at the bound-
aries. An important problem in the numerical modelling of turbidity
currents is achieving efficient coupling between the hydrodynamics of
the flow and morphodynamics of the bed. This challenge has remained
largely unresolved as particle transport is controlled by processes at
small spatial and temporal scales, whilst the system scales of interest
may be many orders of magnitude larger.

The core aim of the research project is to numerically investigate
the three-dimensional flow structure of turbidity currents, the processes
of sediment erosion and aggradation, and the formation of sinuous sub-
marine channels. In order to achieve this a numerical model is under
development, with the objective of efficiently coupling the hydro and
morphodynamics. The computational expense of conventional mod-
elling approaches has precluded the study of highly turbulent environ-
mental flows with deformable boundaries. In this research project, an
in-house lattice Boltzmann method (LBM) code, which was written
to run on massively parallel graphics processing units, is developed
further and applied to the study of fluid-solid multiphase flows with
environmental context.

Work in the early stages of the project has focused on the validation
of a saline gravity current LBM model, as a precursor to a turbidity
current model, which would include deformable boundaries. The re-
sults from this stage of the study show good agreement with published
high resolution simulations, and experimental studies.
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2.6 The Zhang–Viñals Equations for Pattern Forming Problems

Reece Coyle†

University of Leeds

A layer of fluid that is vibrated in a periodic and vertical motion can
display a fascinating range of patterns that emerge on the fluid surface,
termed Faraday waves. The form and stability of these patterns have
been investigated theoretically since the first experimental reports of
Faraday in 1831, and work has led to models that not only display rich
dynamics in terms of global pattern formation, but may have unex-
plored potential in describing localised states. One such model is the
so called Zhang–Viñals equations, which describe the Faraday setup
for a fluid of low viscosity in a high aspect ratio domain. Although the
model struggles to achieve qualitative agreement with experiments in
the limit of small viscosity, it displays some of the fundamental dynam-
ics necessary to explore pattern formation theoretically. The use of an
uncontrolled approximation within the derivation of the Zhang–Viñals
equations is examined with careful consideration of the region where
localised states are expected to form, guided by previous experimen-
tal work and results from a linear stability analysis based on the full
Navier–Stokes equations. Establishing the Zhang–Viñals equations as
a reliable model for localised pattern formation problems is the first
step in an overall goal to theoretically explore the formation of oscil-
lons, a time-dependent local structure that has been found to exist in
the Faraday setup for a variety of fluids.
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2.7 Folding and necking of layered viscous structures

Olivia Goulden†

University of Leeds

Viscous structures comprising layers of different viscosities arise
widely throughout nature, with important examples including the Earth’s
ice sheets and lower crust. It is well documented that such structures
can deform to produce folds and buckles when subject to compressive
stresses. Observations of exposed rock and radar data of ice sheets have
both indicated the widespread existence of large-scale folds and small-
scale wrinkles of immersed layers. Recent observations of content-scale
folding in the Greenland ice sheet has indicated that folding instabil-
ities may be a widespread feature of large-scale ice-sheet dynamics.
The relationships between the properties of folding and the properties
of the material is key to the geological technique of inferring the prop-
erties of the lower mantle from the geometry of folds, and is thus of
central importance in structural geology. The classical analysis of the
problem of folding has focused on the case of a strongly viscous or solid
beam compressed or extended laterally in an infinite domain. Moti-
vated particularly by the geometry of an ice sheet, this work addresses
new effects induced by the presence of a horizontal rigid boundary,
which is found to introduce new effects that can readily dominate the
mechanics of folding.
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2.8 Turbulence modelling in astrophysical turbulent mixing layers

Jonathan David Finn†

University of Leeds

The Rayleigh-Taylor, Richtmyer-Meshkov and Kelvin-Helmholtz
mixing instabilities play an important role in describing astrophysi-
cal turbulent mixing layers. There are many astrophysical flows where
these mixing instabilities arise such as, for example, the expansion of
supernova remnants, the interaction of shocks with cool dense clouds
embedded in the interstellar medium and in the deceleration of rela-
tivistic jets.

In studying these types of flows the large range of spatial and tem-
poral scales often precludes the use of Direct Numerical Simulation and
Large Eddy Simulation. An alternative approach is to solve for the
ensemble averaged flow with closure approximations to model fully de-
veloped turbulence. The k-L and k-ε two equation turbulence models
have been applied to astrophysical flows. At the University of Leeds a
version of the k-ε turbulence model has been used to study shock-cloud
interactions with single clouds in 2D and multiple cylindrical clouds in
2D [1,2]. Recently the k-L turbulence model was also implemented
and used to study shock-cloud interactions.

The above types of models cannot address the problem of demixing
of the fluids. To capture the relative motions of the fluids a multi-fluid
approach is required. The two fluids are followed separately with mass,
momentum and energy transfer terms coupling the fluids and the k-L
equations to close the system [3]. Eventually, we plan to follow the
turbulence variable fields for each fluid separately. These models are
to be tested and compared through application to astrophysical flows
and problems in the wider application domain.

References:

1. Pittard, J. M., Falle, S. A. E. G., Hartquist, T. W. and Dyson,
J. E., 2009. The turbulent destruction of clouds–I. A k-ε treat-
ment of turbulence in 2D models of adiabatic shock–cloud in-
teractions. Monthly Notices of the Royal Astronomical Society,
394(3), pp.1351-1378.

2. Alūzas, R., Pittard, J. M., Hartquist, T. W., Falle, S. A. E. G.
and Langton, R., 2012. Numerical simulations of shocks encoun-
tering clumpy regions. Monthly Notices of the Royal Astronomi-
cal Society, 425(3), pp.2212-2227.

3. Youngs, D. L., 1994. Numerical simulation of mixing by Rayleigh-
Taylor and Richtmyer-Meshkov instabilities. Laser and particle
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2.9 Conventional and cryogenic coolants for machining applications

Eleanor Harvey

University of Leeds†

Coolants are frequently used in machining of hard-to-cut materials
in order to combat the high thermo-mechanical loads experienced near
the cutting edges of the tool. Managing the temperatures at the cutting
edge has many benefits including an extended tool life and improved
surface integrity of the workpiece. Conventional coolants employed in
machining are oil-water emulsions however in recent decades as both
the demand and costs of disposal have increased there have been in-
vestigations into alternative coolants. Cryogenic coolants are widely
considered to be an enviromentally friendly alternative to conventional
coolants. The flow structures and heat transfer capabilities of cryogenic
coolants in machining are not fully understood. In fact, the tempera-
ture management performance of cryogenic compared to conventional
coolant is often inconsistent and seemingly highly dependent on the
cutting conditions in each case.

This works primary objective is to understand the flow structure
and heat transfer involved when cooling with both conventional coolants
and liquid CO2 jets. Using OpenFOAM, the distribution of conven-
tional coolant on both a machining tool and a simplified geometry is
modelled and a study into the heat transfer for conventional coolant
cases presented. Flow structures and phase compositions in more com-
plex CO2 jets are investigated using the software MG which is partic-
ulary suitable for modelling CO2 thermodynamics.
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2.10 Direct Numerical Simulation of an Oldroyd-B filament thinning

Konstantinos Zinelis†, Ricardo Constante, Lachlan Mason
& Omar Matar

Department of Chemical Engineering, Imperial College London

While both several experimental and numerical studies for Newto-
nian sprays have been conducted, the exploration of the non-Newtonian
flows has received comparatively little attention. Achieving fundamen-
tal understanding of the physical phenomena governing spray forma-
tion of this type of flow remains a challenge. The present project
aims to set the basis for the numerical examination of non-Newtonian
atomisation and spray systems. To achieve this, a Direct Numeri-
cal Simulations (DNS) approach is followed where all the temporal
and spatial scales are completely resolved. We begin with the simula-
tion of the filament thinning of an Oldroyd-B viscoelastic fluid within
a two-dimensional/axisymmetric framework, using the volume-of-fluid
technique to track the interface and the log-conformation transforma-
tion for the solution of the viscoelastic constitutive equation. This
permits the rapid exploration of parameter space, capturing the effect
of the elastic, viscous and inertia forces (i.e. Deborah and Ohnesorge
numbers), which characterise the internal relaxation and macroscopic
time scales that viscoelasticity presents. This will serve as a departure
point for further work involving three-dimensional simulations of an
Oldroyd-B impulsive jet to explore the effect of viscoelasticity on the
ejected droplet size. The numerical simulations of the spray formation
of a viscoelastic fluid still offer substantial challenges, but it is reflec-
tive of industrial applications (i.e., spray-drying) and can lead to the
optimisation of spray processes, containing fluids of a very complex
behaviour.
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2.11 Utilisation of instrumented particles for the study of incipient
entrainment

Khaldoon AlObaidi†, Athanasios Alexakis &
Manousos Valyrakis

University of Glasgow

Sediment transport in rivers and estuaries environments represents
one of the major challenges to engineers and researchers in the field
of earth surface dynamics. Specifically, of interest for this study is to
identify the flow events causing the entrainment of a coarse particle at
low mobility conditions. In this work, the quadrant analysis technique
is linked to the impulse criterion, a dynamic criterion in literature for
defining incipient motion [1].

The goal of this work is to use the “smart sphere” developed by Va-
lyrakis et al [2] and the 3D Acoustic Doppler Velocimetery (ADV) to
assess the impulse criterion using different types of sensors for monitor-
ing the hydrodynamic forces and relating the results to flow structures
via linking particle and flow dynamics [3-4].
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2.12 Hydrological Representations of Extreme Precipitation in East
Africa under Climate Change using a Convection-Permitting Model

Claire West†

University of Leeds

Climate change is projected to affect the global pattern of rain-
fall and increase climate induced hazards over the coming century.
This is a particular concern for the African continent, where popula-
tion increase and related infrastructure development are anticipated
to grow at unprecedented levels, making local communities vulnerable
to extremes. Currently, there is only sparse rain gauge data for many
countries within East Africa, often making infrastructure projects chal-
lenging and limiting effective disaster risk management. This project
aims to quantify how extreme precipitation events are characterised
in parametrised and convection-permitting models, with the emphasis
on using hydrological representations for long-term estimates of pre-
cipitation. Using the first pan-African convection-permitting model
(CP4-A), a recently completed ten-year simulation, the opportunity to
consider extreme events at a high (4.4km grid) resolution for current
and future climate scenarios is now possible at a convection-permitting
scale. Analysing this simulation and other parametrised model data,
the intensity, frequency and duration of extreme precipitation events
under climate change are identified using a selection of long-term return
periods. Specifically, these are represented such that the information
can be utilised to locally inform urban planning and improve water
management and flood prevention for locations in East Africa prone
to impacts of climate change.
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2.13 Modelling the motion of the vitreous humour: A boundary
integral approach

Laura Bevis†

Imperial College London

The eye is a highly complex system that is difficult to investigate
both in vivo, due to it’s delicate nature, and ex vivo due to the degrada-
tion rates of its components. Mechanical modelling is therefore impor-
tant to investigate proposed mechanisms of ophthalmological damage
in order to highlight trends and significant parameters that may be
used to improve diagnosis and surgical methods.

Here we use fluid models to consider the motion of the vitreous
humour in the back of the eye and its effect on the retina, where light
is detected. Little is known about how damage occurs to the retina,
but it is thought that the stress as a result of this fluid motion is a key
mechanism for its detachment. We consider a specific condition known
as vitreoschisis, which results in retinal holes at the macula in about
half of cases, and investigate the resultant stress on the retina [1].

We consider the regime where Re� 1, β = L2

vT ≈ 1, and therefore
solve the unsteady (or linearised) Stokes equations. These hold for
small amplitude oscillations such as reading, as well as for sudden
motion, for example due to a car crash. Specifically, we consider the
flow due to small amplitude oscillations of the eye, and construct a flat,
two-dimensional model of vitreoschisis. We use boundary distributions
of unsteady Stokeslets and boundary integral techniques to solve for
the resultant velocity field and imposed stress on the retina, which can
be compared to previous slip models and clinical observations. The
results should provide insight into whether the stress on the retina
is indeed a key mechanism for detachment, and highlight cases that
would be more likely to require preventative treatment.
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2.14 Power spectrum and machine learning analysis applied to dried
blood droplets [Talk]

L. Hamadeh, S. Imran, M. Bencsik, G. Sharpe, M. Johnson
& D. J. Fairhurst

Department of Physics and Mathematics,
Nottingham Trent University

One of the most interesting and everyday natural phenomenon is
the formation of different patterns after the evaporation of colloidal
droplets deposited on a solid surface. The analysis of dried patterns
resulting from biological liquids, such as blood, has recently gained a lot
of attention [1,2], experimentally and theoretically, due to its potential
application in biomedicine and forensic science. This work presents an
entirely novel approach to studying human blood droplet drying pat-
terns that could be extended for use on any circular patterns. We took
blood samples from 30 healthy young men before and after exhaustive
exercise which is well known to cause large disturbances in blood chem-
istry. We objectively and quantitatively analysed 1800 dried blood
droplet images by developing sophisticated image processing analysis
routines and optimising a multivariate statistical machine learning al-
gorithm. We look for statistically relevant correlations between the
patterns and exercise-induced changes in blood chemistry. An analysis
of various measured physiological parameters is also investigated. We
use a machine learning algorithm, which is an optimisation to a sta-
tistical model that combines Principal Component Analysis (PCA) [3]
and Linear Discriminant Analysis (LDA) [4] method. We apply this
technique to the logarithmic power spectrum of the images, and are
able to predict with up to 95after physical exercise. Interestingly, we
find that the predictive power is improved if we average over all the
images taken per volunteer per condition.

Acknowledgements: The authors thank Nottingham Trent Uni-
versity for supporting this work.
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2.15 Flow analysis and fouling behaviour in 3-D printed
wavy-patterned membranes [Talk]

Saeed Mazinani, Abouther Al-Shimmery, Y. M. John Chew
& Davide Mattia

Department of Chemical Engineering, University of Bath

This study presents an innovative and systematic approach to de-
sign and fabricate fouling- resistant composite membranes by using a
combination of computational modelling and 3D printing technology.
Computational fluid dynamics (CFD) simulations coupled with exten-
sive materials synthesis and characterisation were used to identify a set
of optimal design parameters for the fabrication of 3D printed compos-
ite membranes with patterns that minimise the build-up of a common
biological foulant, bovine serum albumin (BSA). CFD simulations were
first carried out to identify the effect of the wavy pattern character-
istics on the hydrodynamic profile of the feed solution. Membrane
supports with different peak amplitudes and wavelengths were then
printed by using an industrial Multi-jet 3D printer. Polyethersulfone
(PES) selective layers were subsequently deposited onto these supports
by vacuum filtration. The wavy 3D composite membranes were tested
for multiple fouling and cleaning cycles in a cross-flow filtration setup.
In comparison to the flat membrane, the wavy membrane showed su-
perior performance in terms of pure water permeance (PWP) (10%
higher) and permeance recovery ratio (87% versus 53%) after the first
filtration cycle at Re = 1000. Prolong testing showed that the wavy
membrane could retain approximately 87% of its initial PWP after 10
complete filtration cycles.
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2.16 How Long To Reach Similarity? [Talk]

Herbert Huppert, Thomasina Ball & Joseph Webber

University of Cambridge

Many problems in fluid dynamics involve nonlinear partial differ-
ential equations with a range of specified initial conditions.

In general, this requires numerical integration to determine the so-
lution.

However, frequently a similarity solution can be found, independent
of the initial conditions.

How long after the initiation is the similarity solution within a
required accuracy to the full solution?

How does this time depend on the initial conditions?
This presentation will set up a method to determine the answers

and show how the relevant time can depend quite critically on the
(neglected) initial condition.
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